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PER Packet Error Rate

PFIS Point coordination Function Intdrame $ace
PHY PHYsical

PIN PositivelntrinsicNegative

PLL Phased.ocked Loop

PNC Picocell Network Coordinator
PONs Passive Optical Networks

PSP Pulse Shaping Filter

PF Primary Synchronization Signal
PtMP Pointto-Multi-Point

QAM Quadrature Amplitude Modulation
QoE Quiality of Experience

QoS Quiality-of-Service

QSFP Quad Small Forrractor Pluggable
RA Random Access

RAT Radio Access Technology

RAR Random Access Response

RAU Remote Antenna Unit

RF Radio Frequency

RoF Radio over Fiber

RRM Radio Resource Management
RSRP Reference Signal Received Power
RSSI Received Signal Strength Indicator
RTS RequestTo-Send

RTENI RequestTo-SendNode Information
RX Receiver

SC Small Cell

SDFEC SoftDecision ForwardError Correction
SDM Space Division Multiplexing
SDMA Space Division Multiple Access
SDN Sdtware Define Network
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SFF Small Form Factor

SFP Small ForriFactor Pluggable

SiGe SiliconGermanium

SISO Single Input Single Output

SLS Sector Level Sweep

SM SpatialMultiplexing

SME Small and MdiumsizedEnterprise

SMF Single Mode Fiber

SNR Sighal to Noise Ratio

SOTA State Of The Art

SP Service Period

SPI Serial Parallel Interface

SRC Sample Rate Conversion

SSB SingleSideBand

SSW Sector SWeep

SSWFBCK Sector SWeep FeedBaCK

STA STAtion

STM1 Synchronous Transport Module, level 1

STS Symbol Timing Synchronization

TABMAC Terahertz Assisted Beamforming Medium Access Contl

TDD Time Division Duplexing

TDM Time Division Multiplexing

TDMA Time Division Multiple Access

TERRANOVA Terabit/s Wireless Connectivity by Temtr innovative
technologies to deliver Optical Network Quality
Experience in Systems beyond 5G

THz Terahertz

TIA Transinpedance Amplifier

TWDM Time and Wavelength Division Multiplexed

Tx Transmitter

TXOP Transmission Opportunity
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UL Uplink

UE User Equiment

VCO Voltage Controlled Oscillator
VGA Variable Gain Amplifier

VLC Visible Light Communication
WLAN Wireless Local Area Network
WDM Wavelength Division Mtiplexing
WiFi Wireless Fidelity

WiGig Wireless Gigabitlkance
WLBGA Wafer LeveBall Grid Array

WM Wireless Microwave

XGPON 10 Ghit/sPassivéptical Network
XPIC Cross Polarization Interference Cancellation
YANG Yet Another Next Generation
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The present deliverabldD2.2 TERRANOVA systearchitecturep focuses on the system
architecture for realizing €rabit/s wireless connectivity by using Erahertz innovative
technologies to deliveoptical network quality of experience irsystems beyond 5Gsection 2 is
oFaSR 2y (GKS LINBQOA2dzaft e &dzooYAUGOGSR RYHRESNIYoR S ¢
recapitulates the identified key performance requirements for three specific technical scenarios,
namely outdoor fixed pointo-point (P2P), outdoor/indoor individual poitd-multipoint (P2MP),

YR  2dzi R2 2 NX JoryniRizetidihl. &ldixilzland dvérview of the required new
functionalities in both physical (PHY) layer and medium access control (MAC) layers in the
TERRANOVA system architectaregiven. In the following Sectior$ 4 and5, implementation
options for the main constituents of the TERRANOVA architecture, i.e. 4ihestgn of the hybrid
optical/THz system (Secti@®), the THz RF frontend (Sectidrand the related THz MAC and radio
resource management (RRM) protocols (Sechpare motivated and evaluated in more detail.
Particular emphasis ut on the identification of technology gaps between commonly known
reference systems representing the staiéthe-art (SOTA) relevant to TERRANOVA. Finally, in
Section6, the individual aspects of SectioBs 4 and 5 are synthesizedto develop specific
candidate architectures for each of the three technical scenarios of TERRANOVA.

The main outcomes of the deliverable are:

1 An overview of the required new functionalities in both PHY layer and MAC layer to
support the identified use cases of the TERRANOVA system

1 The identification of reference optical/THz systems, RF frontend technologies and
MAC/RRM protocols representing the SOTA relevant to TERRANOVA and the
identification of technology gaps with regardttte TERRANOVA system implementation

9 The description of implementation options for the-design of the optical/THz system,
the THz RF frontend and the THz MAC/RRM protocols

1 Thepresentation of candidate architectures for the implementation of the threecsic
technical usescenarios,namely outdoor fixed pointo-point (P2P), outdoor/indoor
individual pointto-Y dzf 0 A L2 Ay U ot HvHat 03 |ofhRdiréctamR2 2 Nk Ay R2 21
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1. INTRODUCTION

Over the last years, the proliferation of wireless devices andrtieeasing number of bandwidth
consuming internet services have significantly raised the demand for highratat&ransmission

with very low latency. While the wireless world moves towards the fifth generation (5G), several
technological advances, such amssive multiplenput multiple-output (MIMO) systems, full
duplexing, and millimeter wave (mmW) and visible light communications (VLCs) as well as free
space optic{FSOs)have beerrecognizedas promising enablers. However, there is a lack of
efficiengy and flexibility in handling the huge amount of quality of service (QoS) and experience
(QOE) oriented data [1].

Since the used frequency spectrum for 5G has limited capacity, wireless THz became an attractive
complementing technology to the less flebdband more expensive opticibre connectios as

well as to the lower dataate systems, such a4_Csmicrowave links, andireless fidelity {i-Fij

[1-2], [1-3]. Motivated by this, the objective of the project TERRANOVA is to provide
unprecedented pedrmance excellence, not only by targeting data rates in the Tbit/s regime, but
also by inherently supporting novel usage scenarios and applications, such as virtual reality, virtual
office, etc., which combine the extreme data rates with agility, religbéind almosizero
response time. Additionally, in the near future, users in both rural and remote regiowich

the access is not easily establisiedy., mountains and islands), shoulddi#e toconnect with

high data rates up to 10 Gbit/s per usénce it has been proven that accégfigh-speed internet

for allis crucial in order to guarantee equal opportunities in the global competition. Nowadays,
using solely optical fibreolutionsis either infasible or prohibitively costhAs a result,ite use of
wireless THz transmission as backhaul extension of the ofiticals an important building block

G2 ONAR3IS (KS WRADGARSQ 0 S (tdgduSantecNiipNdedd interNés | & | y R
access everywhere, in the beyond 5G era. Finéidyincreasing number of mobile and fixed end
users as well as in the industry and the service sector will require hundreds of Gbit/s in the
communication to or between cell towers (backhaul) or between remote radio heads located at
the cell towers and agralized baseband units (fronthaul).

In all the abovementioned scenarioghe proposedTERRANOVgYstem concepis expected to

be used for wireless access dmatkhaul networking; hence,ill influence the main technology
trends in wireless networkwithin the next ten years and beyond. Its implementation will have
to leverage breakthrough novel technological concepts. Examples are thedg@sign of
baseband digital signal processing (DSP) for the complete optical and wireless link, the
developmeniof broadband and highly spectral efficient radio frequency (RF) frontends operating
at frequencies higher than 275 GHz, and new standardized eleatptahl (E/O) interfaces.
Additionally, to address the extremely large bandwidth and the propagatiopgrties of the THz
regime, improved channehodellingand the design of appropriate waveformaysical (PHY)
layer techniquesmultiple access control (MAC) schemes and antenna array configurations are
required.

In this sense and with the vision to prdeireliable and scalable connectivity of extremely high
RFEGF NIdGSa Ay (KS ¢ORGEREONBIASww!iib h £ 1Y 2 NP2 W2 S8R
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exploiting fequencies above 275 GHz for access and backhaul links.

In this context, this deliverable ainat identifying the stateof-the-art implementations ofa
hybrid optical/THz system architectyras well as the technology gaps for THz frontends and
discussinghe different RF font-end implementation optionsMoreover, it provides reference
physicallayer schemes, MAC/RRM protocalsd mechanisms and highlights their particularities
and the new challenges associated with the THz specifidiiethermore, cosidering the target
future applications where THz is expected to play a decisive role, three basic topological
application scenarios are identified and described along with the mapping between specific use
cases and applications scenarios. Based on thentified scenarios, a first selection of features,
functionalities and enabling technologies requirements is possible. In this redpectnitial
TERRANOVA candidate architectures are determimed a short list of their respective
capabilities ad featuresis provided
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1.1 Scope

The objective ofthis deliverable, titledfD2.2 TERRANOVA systeanchitectured (henceforth
referred to as D2.Ris to providethe requiredfunctionalitesof TERRANOVA system architecture
on PHY and MAC layer to support the idéedl use cases of the TERRANOVA syatmintheir
target KPIsReference architecturesre identified which providehe stateof-the-art (SOTARS

well astechnology gaps with regard to the TERRANOVA system implementiktarover,
implementation optionsfor the TERRANOVA architecture are discussed. Finally, candidate
architecturesare presentedfor the implementation of the three specific technical scenarios,
namely outdoor fixed pointo-point (P2P), outdoor/indoor individual poitd-multipoint (P2MP)
YR 2 dzii R2 2 NkomnyfidrecBoNd. & |j dzl & A £

1.2 Structure

The structure of this document is as follows:

1 Section2 (Application scenarios and required functionalitieajter revising the defined
technical scenariospresents therequired functionalies of the TERRANOVA system
architecture onthe PHY and MAC laygrwhich need tdbe implemented in orderto
support the identified use cases of the TERRANOVA systdrimeir target KPIs

1 Section3 (HybridOptical/THz System Gbesign)discussethe reference system$SOTA
as well astechnology gaps with regard tthe implementation ofhybrid optical/THz
systens andprovidesdifferent implementation options for the TERRANOVA system.

I Section4 (THz frontend)presents referenceradio frequency RB frontend SOTA
implementations as well as technology gapgth regard to the implementation of
extremely broadband, high fractional bandwidth THz frontends igedtifies different
implementation options.

1 Section 5 (MAC/RRM protocols) presents reference MACand radio resource
management RRM SOTAprotocols as well as technology gapvith regard to the
implementation of MAC/RRM protocols for THz systems.

1 Setion 6 (TERRANOVA candidate architecturesjnbines the contents of sectisr3-5
and determinesthe TERRANOVA candidate architectures for the implementation of the
specific technical scenariasamely outdoor fixed P2P, outddordoor individual P2MP,
YR 2 dzii R2 2 NkomyfidrecBoMd. & |j dzI & A €

1 Section7 (Conclu®ns) summarizes the main messagesd findingsof D2.2 draws
O2yOf dzaA2ya YR aSita GKS 02y az2NIAdzyQad 7Fdzidz2NBS
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2. APPLICATNOSCENARIOS AND REQDIRBENCTIONALITIES

This section is focusath presentingthe required functionalitieand challenges in the design of
the TERRANOVA system architecture. In this sérfget reviewsthe basic application scenarios,
in whichthe TERRANOWYstemis expected tde used. Next,it focuses orthe objectives and
THzspecific challenges. Finally, the PHY, MAC and RRM layers functionaligefirther
elaborated

2.1 Review of application scenarios

Figure2.1: Application scenarios of TERRANOVA: a) Roipbint, b) Pint-to-multi-point and c¢)
Indoor quasiomnidirectional.

As illustrated irFigure2.1and @ O2 NRAY 3 (2 ¢9ww! bhzx! Qa RSt AGSNI of S
w S |j dzA NF2¢1§ hé EERRANOVproject aimsto address thregfundamentalapplication

scenarios, namelyP2R P2MPB and indoor quasbmnidirectional access For the sake of

completeness, in this section, we revisit and briefly discuss these scenarios.
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2.1.1 Scenario 1: Poirtb-point

As demonstrated in Figur2.1.a,Scenario Iconsiders a THR2Pconnection with a single THz
beam This scenarits most relevant for stationary outdoor connections with large range and high
capacity requirements. In this case, the THz beaguiresno or only limited steering cability.
Therefore, no beantracking is necessary.

2.1.2 Scenario 2: Poirtb-multi-point

As presented in Figure 2.1.8cenario Zonsiders a THR2MPaccesscase,with multiple THz
beams, which are used to realize individual, independent communicétika The application

use casedf this scenario include stationary, nomadic or even mobile indand outdoor
connectivity, with information broadcast or multiple independent data streams. For nomadic or
mobile applications, the individual beams need to folldwe receiver(RX) as a consequence
significant and dynamic beam steeriagd trackingcapabiliies are required, depending on the
solid angle to beerved.Moreover, this scenario demands the development and implementation
of suitable handover schemes.

2.1.3 Scenario 3: Indoor quasmnidirectional

As illustrated in Figure 2.1 8cenario &lso considers a THP2ZMPconnection with multiple THz

beams.Themain difference fromXenario 2 is that, thebjective ofthis scenario is to cover a
certainindoor area, room or solid angle with uninterrupted THz connectivity. In this sense, the

individual THz beams should complement each other to realize complete coverage for a nomadic

2NJ Y20AfS AGa@ANIdzZ £ £ € Ayl NIbask Saion{BHegm saneNIIA Yy I A Y
Ydzf GALX S GdzaSNRé gAGKAY AGa PO¥cEaSNEIbASnpldyingi K G A NI d
multiplexing techniques and protocols. Beam steering (fixed or slow) may be only needed to

generate multiple, slightly overlapping beams, while ndimand mobile applications are served

with handover techniques between the different beaordifferent BSsAs a result, this scenario

demands the utilization of coordinate multipoint (CoMP) schemes.

2.1.4 TERRANOVA objectives and challenges

The relevant keperformance indicator¢KPI¥or the three specific technical scenarios
described abovare [with ideal performance in rectangle brackets]

1 Aggregate throughput of wireless access for any traffic load/pattern [Thit/s]

Throughput of the pointo-LJ2 A y @ optieFCAIOINI 6 A NBf SadaQ f Ayl w¢oAlk
[Ay]l fF{iSyoOe -erFl iKBNETFEIHANS QWIIdNRQ I GSydes
wlky3asS 2F (KS TWTAONS 338 & Ayl wiSya 2F 1Y 2LJ
Reliable communications [probability of achieving a tatgeerror rate - BER and

packet error rate PER]

T ' GLFEAfFOATAGE OW!ItglreaQ F@FLAfLFotS O02yySOGAGAID

=A =4 =4 =4

Table2.1 summarizes thenapping between the identified use cases, the technical scenarios and
the most rekvant KPIs as well as the connected target values.
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Table2.1: Mappingbetween the use cases presented in Section 2 and the defined
scenariog2-1]

Use case Technical Usecase basic requirement
Scenario
Throughput 1 Th/s
Fibre extender 1 Range: ~1 km
High availability
Throughput ~0.1 Th/s
Redundancy ! Availability:~99.999%
Throughput 0.1 Th/s
: Range: ~1 km
Corporate backup connection ! High reliability in terms of BER an
PER
Throughput 0.1 Th/s
. Latency< 1 ms
loT dense environment 2and3 Reliability (target BER): Applicatio
dependent
Throughput 0.2 Thps
Data centres 2 Range < 100 m
Short range THz access indoors 2and 3 Throughput up to 0.3 Tbps
Range <20 m
Throughput 0.1 Thps
Ad-hoc acess 2and 3 Range ~ 500 m
Target installation time < 1 hour
. Throughput 0.2 Thps
Sport events, music events, etc. 2 Range ~ 500 m
Last mile access 2 ThroughpLIJt 0.1 This
Range: ~1 km

2.2 Required functionality of PHY layer

In this setion, we present the PHY layer functionalities, which are necessary in order to achieve
the objectives discussed in Secti@hl.4 In particular, inSection 2.2.1 we discuss the
fundamental characteristics avirelessTHz sys@ms from a PHY perspectjweghereasin Section

2.2.2 we discuss the need to adopt pencil beamforming schemes in order to countermeasure the
high channel attenuationAdditionally Section2.2.3 is devoted to illustrate the concept of
adaptive modulation and codin@MC) which is expected to contribute in increasing the link data
rate, while, at the same time, satisfying reliability requirenreeMoreover, in Sectio.2.4 the
concept of simultaneous mulwindow transmission igevisited whereas, in Sectiof.2.5 the

use of multiple input multife output (MIMO) schemeis discusseth order to achieve Ib/s over

1 kmline of sight LOS$link.

2.2.1 Fundamentatharacteristico®f THz systemom PHY perspective

In this section, we focus on the fundamental characteristics of THz systems that will affect the
design of the PHMyer architecturesThe main characteristics can be summarized asvistio
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1 Inthe THz regiorhecause othe small wavelengthwe are able to designigh directional
transmit antennas and receive antennas wltdw receiveangle These antennas are
employed to countermeasure the high channel attenuation. However, at the senge t
they require an extremely accurate alignment between the communication nodes.

1 The hgh material absorptionn the THz bandmposes limitations ithe use of the non
line of sight (NOS) communicationgrinciples As a consequence, beam trackatgemes
as well as CoMP needs to be used in order to guarantee uninterrupted communication.

1 Molecular absorptiorin the THz frequencies causiesquency and distancedependent
pathloss, which makes specific frequency windows unsuitable for establishing a
communication linkTherefore despitethe high bandwidth availability in the THz region,
windowed transmission with time varying loss and qéndow adaptive bandwidth
usage is expected to be employed.

1 In order to increase the links capagiguitable MIMO techniquesin combination with
beamformingshouldbe used.

9 In order to countermeasure the impact ¢fansmitter (T and RX misalignment and
support tracking of mobile or moving user equipment (UEppaive beamsteerings
expected to be utilized. Agdive beamsteering enables the lesomplexity link
installation and guarantees that the TX and RX antennas are aligned.

1 Inall caseqjue to small wavelengths, there anggh requiremenson intra and inter
beam coherence

1 Futhermore, due to small wavengths,multi-path fadingin case of NOSlink will be
quickly changing already at small spatial movemgdeesding to highly timevariable
non-flat channel characteristics in nomadic applications.

1 Finally, AMC schemeshouldbe employed in order to incaseboth the range and the
throughput of the THz system, while, at the same time, guarantee @@fieed degree
of reliability.

2.2.2 Pencil lramforming

Due to their high carrier frequencies, THz signals experience increased attenJdtisislue to
pathloss as well as molecular absorpti®articularly, free space path loss grows with the square
of the carrier frequency, if isotropigceceive and transmitantennas are employef-2], [2-3].
Futhermore, atmospheric absorption, mainly from water vapour molecules, becomes significant
in the THz bandR-3]. Finally the large bandwidth$o be usedby THz communicatiosystems

lead toa significansignatto-noise ratio(SNRJeduction, because of the wideband noi&2].

Beamformingis an efficient technique that can be employadorder to countermeasuré¢he
aforementioned phenomeng-2]-[2-5]. Fortunately, the small wavelengths, and hence the small
sized antennalements enable the use of a large number of antenna elementschleadsto
0KS RS@St2LISyil 27 HBgiSsN®rizhotingthafbeafiforiily GuNGeé @
employed either at thel' X or/and at theRX

2.2.3 Adaptive modulatiomnd coding

It is widely known thatthe wireless channekxperience a timevarying behaviour As a
consequenceawirelesssystemthat is not able to adapt to the environment and is alwayskirg
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for the worst channel conditions results to an inefficient management of the available spectrum.
Therefore,in order to improve their efficiency and performanecepdernwirelesssystems have

to adapt their transmission to the channel conditionn. particular, they should adapt the
modulation order, as well as tirechannel codeaate in a hitless fashion, i.ewithout relaxing a
reliability predefined requirement, such #% BERduring changes.

As shown in[2-1], the bandwidthof the LOSTHz transmission windovesastically changes even

with small variations in the transmission distanttejsthe development of distancaware AMC
schemes that take into account the distartependent bandwidth is require@istanceadapive
AMCshould be developed that empleyither: (i) the entire transmission bandwidth (fehort-
distance communications), (ii) the central part of the transmission window (to serve close and far
nodes), or (iii) the sides of the transmission window @bort-distance links]2-6]. Within an
individual transmission windowspth singlecarrier(such agjuadrature amplitude modulation

QAM) as well as multcarrier modulationschemes guch asorthogonal frequency division
multiplexing- OFDM and/or discrete muitone - DMT)should be considered to account for the
required adapation to the time varying channel conditions

Additionally,due to small wavelengths, mujpath fading in case of KIS links will be quickly
changing keady at small spatial movements leading to highly twvaeiable nonflat channel
characteristics in nomadic applicatiorishis phenomenon is expected to play an important role
especially in indoocommunications, i.e Scenario 3

2.2.4 Transmissiorthrough mutiple frequencywindows

As described in[2-1], by utilizing multiple carriers across the different non-contiguous
transmission windowsa higher aggregate capacity could be achiev@d the other hangdthis
also leads to an oreased complexity of the systeras parallel, individually optimized THz
frontends would have to be usedue to the large differences in carrier frequenciés[2-1],
initial estimations for the theoreticdPHYlayer data atesin the different windowsby utilizing
higher order modulationghat help to increasethe capacityat the expense of higher SNR
requirementswas presentedUnder the assumptiorof consideing only frequency windows
above 275 GHz, no individual frequgrmand is able to support high data ratasdachieve 1 Tbps
at 1 km link distanceOne option would bdo considerat least parallel transmission in the first
three windows including frequencies up to 450 Gidzich would be sufficient to aggregate most
of the available capacity. The other option would taeextend the firstfrequencywindow to
frequenciesbelow 275 GHio achieve a higher bandwidth and capacity. An additional advantage
of the multiple frequency windows transmissiomould be that by seledng the available
transmission windowsvhich has the lowepath loss the antenna gain requirementsan be
relaxedor the available SNiRcreased

2.2.5 Spatiallymultiplexedtransmission

Another option in order to achieve thel Thb/s over 1 km LOS linkould be to use spatial
multiplexing(SM)schemegogether with MIMO techniques idigital signal processin@&Rp. SM
can be achieved by usitige following approaches

1 two polarizations (factor 2)
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1 several antennas (factor N).

Due to the small wavelengthf dhe THz wave, compact antenna arrays can be realized still
satisfying the requirements of MIMO transmissi&y. employinga 2x2 MIMO transmission with
polarization would already allow to reduce the required transmission bandwidth by factor of 2,
i.e., fom 200 GHz to 100 GHz, as well asRb@oise floor by 3 dB. Since each MIMO channel
can use its own power amplifi¢PA) this also results in a decrease of the required-getenna
directivity of 1.5 dBUsing higher NxN MIMO with antenna arrays worddult in higher savings

in required bandwidth and directivithhowever, at the same timéhe energy consumptiomight
significantlyincrease

2.3 Required functionalitpf MACRRMlIayer

In this section, we first identify the particularities of THz systeraslthing multiplechallengedo

the design of MAC andRM approaches, mechanism and protocols. Neetdiscuss and briefly
compare different PHY layer channedlizationoptions and we give the tradeff between these
options. Finallywe present the regirements of the basic MAC and RRM layer mechanisms,
namely UE detection/tracking, interference management, caching and handover beams, as well
as multiple access schemes.

2.3.1 Fundamenal characteristics ofvirelessTHz systemom MAC perspective

In this section, we focus on the fundamental characteristics of THz systems that will affect the
design of the MAC mechanisms and scheriresiore detail, Section 2.3.1.1 discusses the impact
of the directed THz wireless channel, whereas Section 2.3.1.2 ®\vlevcharacteristics and
effect of heterogeneity in THz networks.

2.3.1.1 Directed THz wireless channel

Due to thefundamentalcharacteristics of the THz systems, which was presented in S@c®dn

the propagation environment suffe from sparsescattering. This causes to the majority of the
channel direction of arrivals (DoAs) to be below the noise flasra consequenc¢ea channel in a
wirelessTHz system can be established in a specific direction with a range that varies mgcordi
to the directionality level.

However, the directionality ofvirelessTHz channels resslin two consequenceshamely

1 Blockage which refers to thehigh penetration lossdue to obstacles and cannot be
resolved by just ioreasing the transmission powend

1 Deafnesswhich refers tothe situation in which the main beams of the transmitter and
the receiverare not aligned to each other. This prevents the estabisht of the
communication link.

Toovercomeblockage the wirelessTHz systenis requiredto search forand identifyalternative
directed spatial channels, which are not blocked. However, this search entails a new beamforming
overhead of significant amourand hence it introduces a new type of latency, in which we will
refer to as beamformingatency The MAC design for cellular networks tiserefore more
complicated than the one ahe conventionalwireless local area networks (WLANS), in which
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short range communications can be also established through nLOS components. Additionally, the
conventonal notion of cell boundary becomes questionable in these systems, due to the
N} yR2Yfe& t20F0SR 26aidl0ftSad 1'a | NBadzZ 6 I+ NBRS
GReYIYAO OSftfté¢ Aa NBI|dANBRO®

On the other handdeafnesshas adetrimental effect on the complexity of establishing the link

and causes a synchronization overhead increase. This indicatesgbeance of redesigning the
initial access (IA) procedures.

2.3.1.2 Heterogeneity

To countermeasure the physical limitations wirelessTHzsystems the MAC mechanisms may
simultaneously exploit both the microwave and THz bd@e4. This was initially presented [&-
7], where the authorsprovided a MAC protocol that employs microwaveeduencies for
establishing the control channelC®is), and THz frequencies for the data chann@xCH)
Additionally, MAC mechanisms may needdoilitate the co-existence of several communication
technologieswith different coverageln this repect, two different types of heterogeneity are
observed inwirelessTHz networks, namely

1 Spectrum heterogeneity; and
1 Deployment heterogeneity.

By spectrum heterogeneitywe refer to the scenarios in whickirelessTHzUESs use both high
(THz)and lower frequences (e.g. in themicrowaveband) On the one handTHzfrequencies
provide a massive amount of bandwidth feigh datarate communications On the other hand

the microwavefrequenciesare usedor control message exchange, which demands much lower
data raes but higher reliability than data communications. This facilitates the deployment of
wireless THz networks due to possil# omnidiredional transmission/reception of control
messages, as well as higher link stability, at lower frequen¢lesvever, theuse of both
microwave and THz bands in UEs increases the fabrication cost and may result to an important
reduction of the mobile UBMUE)energy autonomyMoreover, due to the blockage and deafness
effects, the establishment of a microwa@ Hnight not result in establishing the corresponding
THz data transmission channel.

Thedeployment heterogeneitintroduces twoscenarios forTHzcellular network namely:

i standalonenetworks;and
9 integrated networks

In thestand-alonescenario, a complet€Hzmetwork (from macro to pico levels) will be deployed,
whereas theintegrated network solution is an amendment to existing microwave networds f
performance enhancement, andcludeswirelessTHzsmall cell§SCsand/or THz hotspot$2-8].

2.3.2 Physical Control Channels

In general a wireless link can be established in

1 Omni-directional mode, in whichoth the BS and th&JE are omndirectional;
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T Semidirectional mode, in whicheither BS or UE is omnidirection&nd the other
operatesin directional;or

1 FRully-directional, in whichboth the BS and the UE areorking on diredional
communication modes.

The intercell interference in bothhe downlink (DL)and the uplink (UL)is significantly reduced
by fully directional pencihbeam comnainication. On the other hand, a microwafYCC can
facilitate broadcasting and network synchronization

By taking the above into account, two types of trads arise, when realizingRHY Cd, namely:

1 Faltback trade off; and
 Directional trade off

Thefall-back tradeoff refers to the option of sending control messages for synchronization, cell
search, user association, etc., over microwave or THz frequencies, in lowatiEgaAlthough,

the realization ofPHY CChi THz bands will enable the use o$iagle transceiver, resulting to
lower-cost devices, the established channels would suffer from high attenuation and blockage.
On the other hand, a microwaveHY CCfacilitates broadcasting and network synchronization

due to larger coverage and highiark stability compared téhe correspondingflHzCCHsat the
expense of higher hardware complexity and energy consumption, since a dedicated transceiver
should be tuned on the microway@hysical control channel

Thedirectional trade offefers to the opion of establishing physical channeéh omnidirectional,
semidirectional, or fullydirectional communication mode®mnidirectional channels have a
shorter communication range compared to sediiectional andfully-directional options. On the
other hard, omnidirectional channels allow to all the devices within the communication range to
receive the messages without any deafness problem. The-@ieettional option increases ¢h
transmission range and introducédass interferenceto the network comparedto the omnk
directional option However, mitigating the deafness problem in this case may require a spatial
search that introduces extra delay. Finally, fludly-directional wirelesscommunication mode
further increases coverage and decreases the interfee caused to the network at the expense
of even higher spatial search overhea&tbte that these tradeoffs do not exist in conventional
cellular networkswhich operate in lower frequencies

2.3.3 UE detection and tracking

At THz frequencies, high antennailgs are needed to overcome the large path loss and other
losses. In order to support this scenario, Where UE discovers THz access point and forms link
layer connectionneeds to support beamforming/directionality at least in one end of the link
(unless communication distances are very small or very long preambles/high coding gain are used
to make it easier to discover users even with omnidirectional antenna modes). Howleveise

of low-complexity and lowpower THzdevices, along with the massivember of antennas, make
traditional digital beamforming based on instantaneous channel state informg@i)very
expensiveand in several cases infeasib{@n the other handthe use ofanalog beamforming
based on predefined beam steering vectors (beaaning codebook), each covering a certain
direction with a certain beamwidth, is considered as a feasible and effective alternative solution
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However, me of the main drawbacks of analog beanmfimg is the lack of multiplexing gain,
which is addressed bthe hybrid digital/analog éamforming architecture (for more details,
please see Sectioh3).

Based on the assumed beamforming (fully digital, fully digital butrselution converters,
hybrid, analog, etc.) multiple beanesuld be transmitted/received at the same time, helping to
reduce IA time. Otherwise, options include sequential scanning of all possible beamforming
directions at the THz access point and UE (exhaustive search), using hierarchical sedroh, etc.
reliance on the directioal transmission in the Il the mmWave communicatiorealls forinitial

cell search proceduresonsiderablydifferent from these followed inthe existing microwave
systems. In the existing microwave systems, sophisticaéaainforming isised only afte the 1A
procedureshave been completedTo reduce the tine overhead,a hybrid approach has been
proposed in several papemshere microwavéands (omnidirectional search) are used for the BS
discoveryand then revering to mmWave bands fosubsequent beam alignmerdnd data
transmissionAs a result, the required functions for UE detection therefore depend on the chosen
approach for initial access. For example, for hierarchical search, it is needed to support
successively narrower beams.

Orce the THz access point (AP) and the associated UE have discovered the proper beamforming
directions, the UE can be tracked in order to support nomadic mobility of UE or small movements
at the transceivers of a fixdeé2Pink. The MAC and RRM shoutierefore support beamtracking

method that consumes fewer resources compared with the full exhaustive beam discovery. For
example, we can search just the beam direction adjacent to the current direction; this assumes
that changes are smallvhich may not alwaybe the caseMotivated by this, one of the main
objectives of TERRANOVA MAC protocol is to design suitable tg&iate and tracking
mechanismsvhichinvolvea reduced alignment overhead.

2.3.4 Interference management

In thewirelessTHz networks, there arevié types of interference that should be managed:

1 Intra-cell interferenceThis is the interference among UEs within a. ttatbhn be managed
and mitigated by employing propesxcheduling andeamformingdesigrs. Pencibeam
operation substantially fadibtes the intracell interfelence management strategy, due
to spatial orthogonality of the directechannels of different UEs

1 Inter-cell interference: This type refers thd interference among different cellf is an
important degradation factor in seval conventional cellular networkgspecially at the
performance of devices located éell edge, where the reuse of the same resource block
in adjacent cells causes strong interferen®& the other handin THzcellular networks,
it is expected not tglay a decisive roleince the scheduling based on tigieequencyg
space resourceblocks along with fulkgirectional communication significantly
contributes in theredudion of the intercell interference.n the rare case ofinter-cell
interference, theUES/BSs can initiate an-oilemand inteference management strategy
(see for examplg2-9]).
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1 Inter-layer interference:tirefers to interference among different layers, macro, micro,
femto, and pico, which may be more severangared to intercell interference among
cells of the same layer due to directional communications.

9 Sidelobes interferencédue to the pencil beam nature of THz transmissions, interference
from sidelobes of the antenna can be ignored in many cases; similagrference from
non-LOS transmitters can megligible. Therefore, typicaiterference could be modelled
with on/off behaviour with quite low probability of interference. In some cases, this could
lead to noiselimited behaviour instead of interfere®-limited behaviour. In other casg
scheduling and proper beamforming design can be used. This also leads to challenges for
MAC/RRMas tohow to extract maximum perforamcefrom systenstaking into account
spatial reuse.

1 Inter-symbol interference (IBlin case of multipath propagatiotSIimayoccur.

To sum up, bdlectional communicationsvith pencitbeam operation drastically reduce multiuser
interference inTHznetworks. An interesting question is whether in this caséHz netvork is
noiselimited, as oppaed to interferencdimited naworks. This fundamental question affects the
design principles of almost all MAC layer functions. For instance, as the system moves to the noise
limited regime, the required complexity for proper resource allocatiamd dnterference
avoidance funtions at the MAC lger is substantially reduce®n the other handpencitbeam
operation compltates negotiation among diffent devices in a network, as control message
exchange mayequire a time consuming beam training pemure between transmitter and
receiver[2-10]. In[2-11], the authors confirmedhe feasibility of a pseudowired (noidienited)
abstraction in outdoomesh networksoperating in high frequencieslowever, as shown if2-
12], activatng all links may cause an importaperformance drop compared to the optimal
resouce allocation in dense deplment scenarios due to nenegligible multiuser interference.

2.3.5 Multiple accesschemes

MAC may need to be able to combine different kinds of approaches such as conteasied
approach, polling, and scheduling as in IEEE 802.11ad. With huge amounts of bandwidth
available at THz frequencies, it is envisaged that simplified mustgdess schemes could be
developed.

Novel MAC protocols are required for THz band communication networks, since classical solutions
are unable to accommodate the following characteristics:

1 The THz band provides devices with a very large bandwidth. Asseqnce, the THz
devicesdo not need to aggressively contend for the channel. In addition, this very large
bandwidth results in extremely high bidtes; hence, very low transmission durations are
achieved. This causes a very low collision probability.

1 The use of very large arrays and very narrow directional beams can also clearly reduce the
multi-user interference. This comes with the cost that highrates and pencibeams
significantly increase the synchronization requiremggt4 3].

As a result, a new MAC protocol need to be designed and developed that accommodates the
following objectives:
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1 Tosupport both random and scheduled access;

I To ountermeasure deafness, by guaranteeing alignment between the transmitter and
the receiver, through the development oéceiverinitiated transmission schemes

1 Toexploit faststeerable narrow beams for netwoskide objectives. The fast steering
and pattern control capabilities of very large antenna arrays enable new functionalities
that can be exploited to control interference. For example, in the downlink, a transmitter
can simultaneously send messages to multiple receivers, by transmitting- time
interleaved pulses in different directionso that the pulses intended for each user add
coherently at the desired receiver, with no interference. There exists a tradeoff between
user acquisition complexity and communication robustness, in terms of iveigth
choice. A possible scheme to fully harness the huge antenna array is to adapt wider
beamwidth during scanning phase for fast user acquisition, and intelligently steer focused
thin beam for the subsequent data communication.

2.3.6 Caching

The benefits of device caching in the offloading and the throughput performance have been
demonstrated in[2-14]-[2-19]. In more detail, if2-14], the spectrum efficiency of device to
device D2D wirelessnetwork, in which the UEs cache and exchange content from a content
library, is shown to scale linearly with the network size, provided that their content requests are
sufficiently redundant. Additionally, ifi2-15], the previous result is extended to the UE
throughput, which, by allowing a smallitage probability, is shown to scale proportionally with
the UE cache size, provided that the aggregate memory of the UE caches is larger than the library
size. In order to achieve these scaling laws, the impact of the D2D interference must be addressed
by optimally adjusting the D2D transmission range to the UE density. In this conf{@xLaf the
authors proposed a clustdrased approach in order to countermeasure the D2D interference,
where the D2D links inside a clustae scheduled with time division multiple access (TDMA). The
results corroborate the scaling of the spectrum efficiency that was derivgtid]. In[2-17], a
mathematical framework based on stugstic geometry is proposed to analyze the clustased
TDMA scheme, and the traddf between the cluster density, the local offloading from inside the
cluster, and the global offloading from the whole network is demonstrated through extensive
simulatiors. Finally, ifi2-18], the system throughput is maximized by jointly optimizing the D2D
link scheduling and the power allocation, while[#319], the offloading is maximized by an
interference awag reactive caching mechanismased on the above, it expectedthat device
caching can significantly enhance the offloading and the delay performance dtHheellular
network, especially when the UEs exchange cached content thrdegite to device O2D)
communication.

2.3.7 Handover between multiple beams

The suppression of interference in THz systems with peeein operation comes at the expense

of more complicated mobility management and handover strategies. In contrast with the long
term evolution advaced (LTH), frequent handover, even for fixed UEs, is a potential drawback
of THz systems, due to their vulnerability to random obstacles.

As a consequenceghe MAC/RRM should be able to recover from user mobility outside the
coverage of the current AR é&rom sudden blockage such as human blockage preventing to use
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current AP, preferably without full initial access after current connection has been lost. Due to
cost reasons, it is not expected that THz networks will cover entire areas. Thereforepsifter |
current THz connection it may be necessary to move to lower frequency communication networks
such as WLAN/LTE. Mutonnectivity may be required.
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3. HYBRIDPTICAL/THZYSTEKIO-DESIGN

With the vision to provide reliable and dable connectivity of extremely high data rates in the
toAGka NBIAYSIKESyDEOTadowhvSNR+! LINRPLRASE (2
QoS and QoE as well as performance reliability into the wireless domain, by explditmg
frequenciegpredominantlyabove 275 GHz for access and backhaul links.

This will be achieved by @esigning hybrid optical/THz systems supporting the identified main
technical scenarios witR2R P2MPand quasiomnidirectional links.

The development should find guidande the co-design principle:The cadesigned hybrid
optical/THz systems should allow seamless integration into legacy networks on PHY and MAC
layers.In order to allow this, the THz link should be desigtegrovide datarate compatibility

with standard @tical transmission systems and transceivers and should use common baseband
interfaces.In a step beyond this, it could be also possible to provide fully transparent optical/THz
links with common baseband signal processing.

3.1Reference systemrchitectures

In this section, we first discuss and compare currently relevant systems and standards that will be
used as references for the design bt TERRANOVA systanchitecturein & 5.1 - Report on
preliminary THz Rffontend andantenna, phased array beamformindpaseband algorithms and
optical RFrontend ready for implementation in offline testsThen we presenthe system and
interface implementation options.

As the optical/THz baseband interface has no reference equivalent, we will consider reference
sysems for the basic functions, i,estandardphotonic and wireless systems. Furthermore, we
will consider the Radiover-Fibre (RoFRarchitecture.

3.1.1 Wireless transmission reference systems and relevant standards

This section is devoteih presentwireless traasmission systems and standards that will be used
as references throughout the project TERRANOVA. The systems are classified into the following
categories:

1 Microwave/mmWave P2P links that corresponds in Scenario 1 and is discussed in Section
3.1.1.1;

1 P2MP microwave/mmwave, fixed wireless accesghich refers in Scenario 2 and is
presented in Section 3.1.1.2; and

1 Wi-Fi (IEEE 802.11ad) that corresponds in Scenario 3 and is presented in Section 3.1.1.3.

3.1.1.1 Scenario 1: Microwave/mmWave P2Pdink

Microwave system@ W)

Nowadays the dominant transmission technology for mobile backhaul is wireless microwave
(WM). It is estimated that over 60% of all sites worldwide are connected by MW, dsevaral
benefits, such ag3-1]:

TERRANOVA Project Page390f 116



D2.2¢ TERRANOVA sy architecture

mature andfield-proven technology

cost-effective backhaul over fibre and copper

rapid deployment and network rollopaand

reliability based on spectrum licensing in the 6 GHz to 42 GHz.range

= =4 =8 =4

MW solutions are the fundamental component of LTE backhaul networkbegsaffer much
higherinternet protocol layel(IP) capacity compared to legacy MW systetmsorder b continue
serving the evolving LTE and 1A Betworks, IP MW backhaul solutions have to meet a number
of technical requirementand demandssuch as:

91 higher throughputs- in the order of 50(Mbit/s at tail nodes and more than 1 Gbit/s at
aggregation nodes

1 low latency and jitter

1 support of packet synchronizatioomechanismsfor accurate frequency and phase
synchronization

9 advanced networking capabilitiesniline with software define network $DN
developments in other parts of the netwark

1 small form factors which are expected to enab#treet level backhaul &Cs

The key evolution challenge of MW systems has always been to increase radio datavhilees
maintaining system availability and reliability within specified caigide performance targets.
P2P MW transmission over the air is realized on carrier frequenties 6 to 42 GHzand
channelsof 7, 14, 20, 40, and56 MHz, as specified by varioumernational telecommunication
union (TU andEuropean Telecommunications Standards Insti{@&f€SlstandardsNote that ar
is a very complex and tricky mediydue to the existence afeveralcarrier frequencyassociated
factorsthat affect the transmission performanceThese factorsnclude the carrier frequency
itself, the geographical zone, relevant climate conditions and terrain peculiarities.

The main approach for increasing data rates over the MW specified channel is the use of higher
order modulation schemesand multicarrier schemes, such as OFDIW more detail, n MW
systems, the modulation scheme employed is based ongtieedrature amplitude modulation
(QAM) method, due to its high spectral efficiency. A decade ago, a typical MW modulaitiodh
QAMhasmade possible the transmission of six ljits symbolbver the same channel, achieving
radio throughputs of 260 Mbit/g3-1]. This was sufficient for the lovate time division
multiplexing TDM and synchronoustransport module levell (STM1) traffic of the second
generation 2G) and earlythird generation 8G mobile phone networksTechnological advances
and the introduction ohigh speed packet acceddPAled to the launch of fulpacket radios
supporting igherorder modulation schemes up to 288AM.By wsing 256QAM, eight bits could

be transmitted concurrentlyas a consequenctje throughputhas been increaseid 360 Mbit/s.

In the last five years, modulations as high as-Q¥M and 1024AM (or even lgher) gradually
appeared and further increased system capacity suppomivgvedHigh Soeed Packet Access
(HSPAYand LTE system deploymemMiowadays SOTAMW transceivers employ 4099AM,
achieving actual air rates as high as 575 Mbit/s over a singl36 channel3-1]. Higher
modulations up to 409&QAM are not meant to be used as fixed modulation schemes in a MW
link. They must always be combined with an advan&®&tiC schemewith improved switching
margins.AMCenables the obust operation of the 409QAM in almost every case, temporarily
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switching to a lower modulation only when propagation conditions are adversedariqg heavy
storms).

Microwave bands are often limited to bandwidths oft66l12 MHz, for #2Pbackhaulink. Thus,

the latter offers up to 1 Gbps (l®mployingd096QAM). Bysingcrosspolarizationinterference
cancellation (XPIC)technique, the throughput can be doubled. XPIC allows simultaneous
transmission over the two polarization planég/, lorizontal andvertical) of the electromagnetic
wave. Compact antenna systems, specidégigned for XPIC operatiomffer compelling
solutions for fully exploiting MW radio capabilitiedzinally, if the transmission over both
polarizations is combined with¥Nl MIMO transmission, then N times higher throughput can be
achieved compared to thgingle input single outpuSISQcase.

Millimeter-wavesystems

The maximum throughput offered by microwave backhaul technology cannot support the
demands of future wirass networks.On the other hand,millimetre-wave (mmWave)
technology, and particularly -Band technology (#I6GHz & 8B6GHz), appears to be a
promising alternative.

The propagation of electromagnetic radiatiém the millimetrewavelength bands geneally
accompanied by highettmospheridossesn relation to the propagation imicrowavefrequency
bands[3-2]. EBand system®xperiencehigher free space path losse$$PLDsand exhibit a
significantly higher sensitivity t@in precipitation compared to conventional microwave systems.
Both of these elements impact the link power budget and reduce the range oftzane system
relative to that of a conventional microwave of equal link budget.

Nevertheless, BBand systems témology can partially compensate the disadvantage imposed by
the propagation propertic® ¢ KS @& o6 NHzi S ¥ 2 NP Wide banthdidRhahégl 2 F  dzi A
enables the delivery of the very high capacities with simple, low order, modulation ferbaw
order modulation formasrelaxthe PAlinearity requirements and enabl@gher transmit power.
Today,atransmit power atthe antenna port ofmore than20 dBmcan be achieve{B-2]. This is
important to meetthe requiredlink power budgt valuesfor acceptable transmissiogdistances.

In addition,mmWavesystemscanbenefit from high antenna gain valuessen at relatively small
antenna sizesFor examplemore than 43dBiand 51 dBiantenna gains can be achievéd 30

cm / 60cm antennaradii (parabolic antennasyespectively. This facilitates the configuration of
systemghat reach acceptable distancesth smallantennadiameters, which can be deployed in

a flexible and cosgffectivemanner.

It should be pointed out thanmWavesystans in the Eband are relatively immune tmolecular
absorption which is causedby atmospheric gasses, as well as, other atmospheric scattering
agents such as fog, cloudand airborne particlesvhichare characterised by micrometre rather
than millimetre dimension scales. Effective link lengths @PPEBand systems undetOS
conditions can vary, depending on the required capacity and rain zone, from about 6pQo
severalkm.

Another important feature is that the steep propagation loss curve andowaradiation beam
width of Eband systems facilitate interference management in a high link density environment,

TERRANOVA Project Paged1of 116



D2.2¢ TERRANOVA sy architecture

such as urban environment. AsmWaveradiation is confined to very narrow beam widths of the
order of the fraction of a degree and it is atteatad strongly with distance, interference is
minimised from a link to its nearby links.

From the aboveit is evident that=Band frequency links can be deployed more densely than the
conventional microwave frequency links. On the other han8aBd linkscan be introduced to
partially substitute microwave frequency links, reducing their density and alleviating interference
in the below 38 GHz frequency bands. As a result, several country spectrum regulators view E
Band links as means for addressing micreavirequency congestion issuewhich becone
increasingly common in major urban areas as the number of cellular base station sites grows.

Stateof-the-art Eband backhaul systems can achieve throughputs of 10 Gbps, by employing
channel bandwidths of up t.52GHz and modulation order of up to 286AM. In the case where
the XPIC technology is used, throughput of 20 Gbps can be aclige8gd3-4], [3-5].

3.1.1.2 Scenario 2: AVIP microwave/mmwave,fixed wireless accessWA

Compared to PP coverage for the same area2N#P technology demonstrates considerable
capital expenditure (CapExreductions and majooperating expensefOpEX savings which is
estimated to be more than70% P2MP treats each radio link independently and assigns
bandwidth dynamically thus, optimizing sector capacity planning and leveraging the radio
resourcesharing nature of BMP. Usually these systems combine frequency, time and space
division multiplexinfduplexing. TheDL andUL separation is based dinequency division
duplexing EDD or time division duplexinglDD. The DL can keme-divisionmultiplexing TDM),
spacedivision multiplexing$DM) or frequency division multiplexing-DM, whereas the Ulis
based on TDMAchemesWhen time divisioschemesare employed, unavoidably throughput is
reduced compared toZP systems.

Typical frequencies for2RP are 10.5/26/28 GHz. Furthermore, a sector capacity of 1.8 Gbps
aggregate with 112 MHz channel bamddth, latency of Ins and sector density of >60 terminal
stations have been currently achievgd6], [3-7], [3-8], [3-9]. On the networkig side, SD¥ased
network automation has recently been employed within the microwave industry, with the initial
focus being on automation and centralization of network and service configurations. Both open
and standardized interfaces are now becoming addl, which will enable the development of
SDN applications, especially in mt#tichnology or multivendor environments (network slicing)
[3-3], [3-10]. Thenetwork @nfiguration (NETCONFprotocol and yet another next generation
(YANGmodels are currently the preference for SDN network automation.

P2MP systems are also usedriVAapplications for corporate and residential access. Long range
(=10 km) links for rural areas can be deployed. Mobgwvork operators view FWA as the first
application for 5G in mmWave spectryBr11]. FWA is a compelling first application for several
reasons. Operators can deliver high speed access to homes, apartments, or businessesswith le
cost and time compared to traditional cable afiire-to-the-home (FTTH)installations. This
opens new markets that previously were available only to satefilbeg, or cable providers. An
additional attraction is the potential to directly extend FWhrastructure investment towards
providing 5G mobile access.
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3.1.1.3 Scenario 3Wi-H (IEEE 802.11ad)

IEEE 802.114@dr WiGig after the Wireless Gigabit Alliance that endorsgerdtvides higher data
throughput and lower latency solutions in less crowded spectrum bands by operating in the 60
GHz mmWave ban@-12]. Four ultrawideband channels are used in the 60 GHz haadh one

of them having2.16 GHz bandwidtAViGig delives data rates up to Gbit/s. The 6asHz signal
cannottypically penetrate walls but can propagate off reflections from walls, ceilings, floors and
objects usindbeamformingtechnology Further, ty employing beamformingnarrow beams are
formed in 60 GHz spectrynallowingseveral deviceto simultaneously use the same channel.
The table below gives a summary of thainfeatures of 802.11ad

Table3.1 Main features 0802.11ad

802.11ADCHARACTERISSIC DESCRIPTION

Operating frequency range 60 GHz ISM band
Maximum data rate 7 Gbps

Typical distances 1-10m
Antennatechnology Uses beamforming
Modulation formats Various: single carrier and OFDI

The IEEE 802.11ad uses a MAC layer standard that is shared with current 802.11 standards to
enable session switching between 802.11-fVnetworks operating in the 2.4 GHnd 5 GHz

bands with those using the 60 GHz WiGig bands. In this way, seamless transition can occur
between the systems.

3.1.1.4 Architectureof a wireless transmission system
A typical architecture for a wireless trangsion system is shown Figure3.1 and is composed
of the following main parts:

9 Digital baseband processing units;
1 ADC/DAC; and
1 Analogue frontend.
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MAC Tx PHY Tx
FEC enc MAPPER PSF
oA e Lo T v i o [
ULMAP FRAMMER [
CFR puc
MAC Rx PHY Rx
oF a AFE
FEC dec MAPPER COMP AGC
DLMAPR/ DDC SRC
ULMAP DE-
FRAMMER |
AFC PSF I/F | 2 ADC )
STS ATDE
STS MSE
FPGA
ADC: Analog to Digital Converter DUC: Digital Up Conversion
AFC: Automatic Frequency Correction IQ COMP.: 1/Q imbalance Compensator
AFE: Analog Front End FEC: Forward Error Correction
AGC: Automatic Gain Control PSP: Pulse Shaping Filter
ATDE: Adaptive Time Domain Equilizer SRC: Sample Rate Correction
CPR: Carrier Phase Recovery STS: Symbol Timing Synchronizer

DAC: Digital to Analog Converter
DDC: Digital Down Conversion
DPD: Digital Predistortion

Figure3.1: The basic basebandmponents

3.1.1.5 Digital Baseband Processing Unit

As illustrated irFigure3.1, the main parts of the baseband unit of a transceiver are the MAC and
PHY layer blocks. Within the MAgyer,DL/UP napping is performed, i.ethe proper imeslots

are created for the traffic. Forwaretror correction (FECyoding is employed in order to increase
the quality of transmission. Furthermore, constellation mapping/demapping is performed. Within
the PHYlayer, advanced signal processing algorithare implemented for the optimum
exploitation of the available spectrum, highest possible transmission, synchronization, etc.

3.1.1.6 ADC/DAC

Analogue signals received at thralogue frontendAFE are sampledthen converted to digital
andfinallyread in the laseband processing unit in th&Rirection. Similarly signals output from
the baseband unit are converted to analogue and fed to the AFE indtlieettion. TheADC/DAC
part plays an important role in increasing throughputs and accordingly bandwidshhesr
technology imposes the limit on the achievable sampling rate.

3.1.1.7 Analogue FrorEnd

TERRANOVA Project Paged4of 116



D2.2¢ TERRANOVA sy architecture

Up-conversion of the analogue signal takes place to either an intermediate frequency (IF) or
directly to the final RF frequency, in th&direction. Respectively, dawconversion from IF/RF

to baseband frequency is performed in the Rx direction. The AFE is feeding the antenna through
a duplexer in order to use a single antenna for both transmission and reception.

3.1.2 Opticaltransmissiomreference systems and relevant siands

For optical communication systems, the relevant standardization bodiegharénstitute of

Electrical and Electronics Engine@EE[, the Optical Internetworking Foruf©OIB andthe ITU.
Thereby, the standardization (or dacto standardization bynulti-source agreementd{SA or

implementation agreemenjsdifferentiates the optical line side interfaces and systemg,(
Ethernet[3-13], [3-14], PON3-15], [3-16], [3-17], [3-18], OIF 400ZR8-19]), the electrical client
side interfaces€.g.IEEE CAU(B-20], OIF CHB-21]) and the pluggable modules.§, XFPMSA[3-

22], CFP MS/8-23], SFP/QSHHRSAS[3-24]). In the followingthe different relevant standrds
will be shortly discussedith regard to their relevancéor the design of the hybridpticalTHz
TERRANOVA system architecture.

3.1.2.1 IEEE Standasdor Ethernet

These standards covBtHYandMACas well as management parameters for optical fixed lin@adat
communicationguch as intensity modulation and direct detectidiM/DD) transmission systems

up to 100 Gb/s (802.3bm 2015[3-13]) and very recently also up to 400 Gb/s (IEEE 802,3bs
2017[3-14]). Additionally, there are several widely accepted MSAs closely connected to the IEEE
Ethernet standardssuch as the€WDM4 MSA3-25] andthe PSMI MSA[3-26].

The standardization covers systemclaitectures and transceiver specifications foifferent
transmission medig3-27]. From aPHYlayer perspective, allinglemode optical fibore(SMB-
basedstandardscomprisesimilar IM/DD transceiver architectures exemplashown inFigure
3.2[3-28]. At the TX acontinuous wave@QW) laser signal is intensity modulatgasing anMachg
Zehnder interferometer NIZI), while the DD RXconsists of a singlended photodiode.The
modulation formats which are employedrenon-return to zero NRZand4PAM at symbol rates
of about 10GBd, 255Bd and 5@GBd. The gross rates of 100 Gb/s and 400 Gb/achievedby
parallel implementation of several transceivers within a single mmdwith the individual sub
channel transmitted either on paralldibres or wavelengths.The sandardized transmission
lengths reach from 500m up 40 Ki3+27].

Aspresentedin Figure3.2, the requiral signal processing for each NRZ subchannel is typically
performed in an analoge fashion only using analog electronic continuous time linear
equalization (CTL[Eand clock and data recoverfCDR circuits This is possiblsincethe client

side interfaes directly support the same symbol rates as the optics side, 4x85 GBd for
QSFP28-29], CFR [3-30]or CFP23-31] module sizes or 10x 10 GBd for ¢¥B2]and CFPZ3-

31].

To reach higher symbol rates on the line sidealoguemultiplexing MUX circuits are used,
generating 505Bd NRZ signal from two @8Bd NRZ signals. Similarly4-BAM signal can be
multiplexed from two NRZ signals eitheranalogueelectrical or in optical domaif8-28].
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Figure3.2: Example of IM/DD architectures for 25G NRZ and 100G PAM4 sy8t@8is

3.1.2.2 IEEEEPON Standasd TUT XGPONandNGPONZ2Recommendatios

Recent standarslunder deployment either from IEEE or from Flllpredict line rates of 1Gh's
using IM. IEEB02.3av-2009 alsoknown as 10G EP(®-15] and ITUT XGPONG987.1[3-17]
share the dual rate possibility of 2.5 and @B/sboth on upstream and downstream using single
channel and thus being only TDM networks.

ITUTFT G989.2 also known as NA®@NZ 3-18] differentiates from the other @-Gb/sstandards for
predictingwavelengthdivision multiplexing (WDM) NGPONZ2 can use 4 or 8 channels in both
downstream and upstream direction. First implementations and field trials comgrishannels
at 10Gb/s which represent an aggregatbandwidth of 40Gl's in each direction.

The current choice for pluggable optoelectronic transceivers foGI& is he standard format
XFP[3-22]. Typically,the XFP cirdtry comprises data lanes for transmitter and receiver and
signalling to control the laser and photodiode, monitor the transceiver anthi@r-integrated
circuit (I’C) bus. Internally the architecture consists on the transmitter side on a laser drivereit
for external or direct modulation, a CDR for the receiver and a ruentroller to control the
optical module utilized and monitor the XFP. Current optic modules for th&ld6 standard
consist of cooled oun-cooled lasers (cooled is the most commoption) that in the majority of
the cases are externally modulated with intensity modulators. On the recaidey, a single
avalanche photodiode is the choisencePONs havéo operate on ahigh link budget and thus
the receiver shouldachieve highesensitivities thanpositiveintrinsicnegative(PIN diodes can
reach.

IEEE 802.BIGEPON task force

Standardization bodies are already workimg the future generation PONSs that will go beyond
the 10Gk's. One example is the task force created by IEBEd@ocalled NGEPON that drafted
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the first guidelines in 20183-16]. In short, the goal is to reach 1@l's links usindime and
wavelength division multiplexed (TWDMNs with multileveinodulationsuch asd-PAM. The
choice of 4-PAM or duebinary will enable acapacityincrease,while, at the same timewill
maintain the optical hardware relativelgw-costandtherefore affordable for PON scenarios.

3.1.2.3 OIF CFRACO3ANnalogueCoheren and OIF 400ZR/ 2 KSNByYy G Ly G SNFI OS¢

Only recently, OIFe facto standardizedalso the lineside for optical fixed line telecom
(coherent) transmission systems. In the EFP2ACO, theanalogueopto-electronics required
for coherentmetro andlonghaul transmissio(some hundredto some thowsand of kilometre$

is standardized for the CFP2 form fad@#33], whileOIFMSA 400Zi® currently defining th®SP
applicationspecific integrated circuifASI¢ properties needed for interoperability over 80 km
coherent ransmissiorj3-19].

The CFP2ACO standardizettansmitter part is shown ifrigure3.3. It consists basically of T

laser and aluakpolarization inphase and quadraturé®PRIQ) modulator comprisingt inner MZI

and 2 outer MZlincluding driver amplifiers) forarbitrary polarization multiplexed quadrature
amplitude modulation(PDM-QAM). Further functionalities are mainly related to the adaptive
control of the biasing conditions of the different phaslectrodes of the inner and outer MZI to

ensure minimal IQnisalignmentdo ¢ 6 A & O2y GNRfé¢0 Fa ¢Sttt |a (2
output power and wavelength.

As illustratedin Figure3.4, the RX sideonsists basically of lacal oscillator O laser and a
coherentRXfrontend comprising a 2x8 90° hybrid, 4 pairs of balanced photodiodes andARIAS.
adaptive control of theransimpedance mplifier (TIA gainsis implemented inorder to give a
constant output electrical signaléng (automatic gain contrelAGC)ndependent of the optical
input power. This constant power need meatch the input swing of the ADGxatedoutsideof
the module. Further functionalities are relatetd the management of the LO laser power and
wavelergth.

In the current version of thamplementation agreementsymbol rates up to 32 GBd are supported
by CFP:ACOimplementation agreementonform modules Thistranslates into supportedet
bitrates of 100 Gb/s and 200 Gb/s for typical modulation with PBDAM and PDM6QAM,
depending on the used DSP ASIC outside of theuilmodRecent updates on the OIF
implementation agreementsn the TXside[3-34] and the RXside [3-35] subsystems showthe
supportof symbol rates up to 64 GBxb a next step. This leadsnet data ratesup to 400 Gb/s
and 600 Gb/s for modulation with PDMQAM and PDM4QAM respectively Note that the
modulation orderdepends on the used DSP ASi8ich is implementedutside themodule.
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Figure3.3: Opto-electronic realization of standardonform Tx in CFPRCOA [3-33].
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Figure3.4: Opto-electronic ralization of sandardconform Rx in CFPRCOA[3-33].

The OIF400ZR MSA3-19] takes one step further and standardizes also ASIC DSP functions
required for interoperability in 8&m transmissionln this MSA, the modulation format is€2Bd
PDM16QAMcarrying a gross data rate of 64 x 2 x 4 = 512 Gb/s which correspoadsetalata

rate 0f 400 Gb/sand 28%overhead reserved fasoft decision forward error correctiorsDFEQ

and protocol signiéing. The target form factwaree.g, CFPZ3-31].

Figure 3.5 presentsan example of a PHY DSP realization f&Qi Adigitalcoherent optical
transmission systen3-36], which provides mostly similar functions as its wireless equivalent,
however, on a much higher degree of parallelization (in the order of 100 sampmlas)to the
much higher symbol and sample ratéue to the flat optical channel characteristissngle
carier modulation schemes are typically used;contrast to wireless communications, where
multi-carrier modulations schemes are employed to countermeasure the impact of frequency
selectivity.Current DSP ASICs can hamafedata ratesip to 400 Gb/s (4Z%5Bd PDM64QAMwith

26% FEC and protocol overhgf@t37] and 2x 600Gb/s (Du&arrier 64GBd PDM64QAMwith

28% FEC and protocol overhgade announced3-38]. Therequired DAC and ADC sample rates
are in the order 0L00GS/43-39]to achieve oversampling ratios between 1.5 andl2e available

TERRANOVA Project Page49of 116



D2.2¢ TERRANOVA s architecture

analogue(3-dB) bandwidths above 30 GHz and typical ENOBSs in the order oaf bitfficient
to generate and receive up to48QAM modulation with error floa below typical 20% SBEC
limits aroundBER 402 using digital predistortion (DPD)3-40].
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Figure3.5: PHY DSP realization fortats-of-the-art digitalcoherent optical transmission
system[3-36]: (a) Transmitter side DSP (egress path), (b) receiver side DSP (ingress path)

3.1.2.4 Radieoverfibre systems

A radicoverfibre (RoB systemtransmitsa waveform fo radiocommunication servicesver fibre
without any intentional essential change to that waveform during fibptic transmission. The
waveform includes the essential physical information for radiocommunication services, such as
the format of the radio wae andpayload.

ITUT Recommendatioon ROFG.Sup5b

The ITUT G.Sup55upplement[3-41] introduces the general radieoverfibre (RoF) technology
types and their applications in optical access networks. In general, RoFolegias can be
classified into two categories, whiclileaanalogue RoF and digital RoF while the latter can be
further divided indigital and digitizedarchitectures.

InFigure3.6, the corresponding architectures are shown foe ttlassic RBand transmission, i.e.
transmission of the RF subcarrier with an offset to the optical carrier that corresponds to the radio
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frequency. Furthermore, also architectusewith subcarriers on IF or in baseband (I/Q) are
considered.

Downlink Optical transceiver Optical transceiver Downlink
. RF-band RF-band
Downlink ubcarrier ) ‘ e | 1 Dowlisk
payload data —p| RE-band | subcamer |} E/O ® Analog RoF - O/E subcanier i RF-band |  Downlis
(digital baseband) modulator cotverter = SJ converter ! filter ) RF signal
Uplink EJ JQJ Uplik —~7777777
Uplink REF-band = = RF-band - -
payload data  ¢—] RF-band |  subcarrier O/E 2 =) EO | | subcamier | RF-band | Uplink
il 1 demodulator converter = = converter | filter ! RF signal
(digital baseband) [ N
Analog optical | ——— |  TTTTTTET

interfaces

(@)

(b)

(€)

Figure3.6: Configuration of (a) aanalog (b) adigital, (c) adigitizedRoF system using R&nd
transmissior[3-41].

In an Rfband RoF transmission scheme sucliggided in Figure3.6 (a), the system consists of
an RFband modulator, an RBand demodulator, a pair of optical transceivers, a fibpic link,
andtwo RFband filters. The RBand filters may be used to obey thadio regulationif needed
For the downlink, the RBand carrier is modulated b{pL payload data using the Rfand
modulator at the local office end. The generated downlinkbBRd subcarrier signal modulates
an optical carrier using an E/O converter in the optical traiv&. The generated downlink
analogue RoF signal is transmitted over the fibptic link. At the remote antenna end, the
received downlink RoF signal is opticalgmodulatedusing an O/E converter in the optical
transceiver. Thalemodulatedelectrical ggnal, which is the same as the modulatingldaRd
subcarrier signalgcan be directly transmitted over the RF liffkhe uplink works similar to the
downlink. Theeceived uplink RF signal modulates an optical carrier in the optical transceiver. The
generakd uplink analogue RoF signal is transmitted over the {iptec link. At the local office
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