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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 
 

The present deliverable ñD2.2 TERRANOVA system architecture,ò focuses on the system 

architecture for realizing Terabit/s wireless connectivity by using Terahertz innovative 

technologies to deliver optical network quality of experience in systems beyond 5G. Section 2 is 

ōŀǎŜŘ ƻƴ ǘƘŜ ǇǊŜǾƛƻǳǎƭȅ ǎǳōƳƛǘǘŜŘ ŘŜƭƛǾŜǊŀōƭŜ ά5нΦм ¢9ww!bh±! ǎȅǎǘŜƳ ǊŜǉǳƛǊŜƳŜƴǘǎέ ŀƴŘ 

recapitulates the identified key performance requirements for three specific technical scenarios, 

namely outdoor fixed point-to-point (P2P), outdoor/indoor individual point-to-multipoint (P2MP), 

ŀƴŘ ƻǳǘŘƻƻǊκƛƴŘƻƻǊ άǉǳŀǎƛέ-omnidirectional. Next, an overview of the required new 

functionalities in both physical (PHY) layer and medium access control (MAC) layers in the 

TERRANOVA system architecture are given. In the following Sections 3, 4 and 5, implementation 

options for the main constituents of the TERRANOVA architecture, i.e. the co-design of the hybrid 

optical/THz system (Section 3), the THz RF frontend (Section 4) and the related THz MAC and radio 

resource management (RRM) protocols (Section 5) are motivated and evaluated in more detail. 

Particular emphasis is put on the identification of technology gaps between commonly known 

reference systems representing the state-of-the-art (SOTA) relevant to TERRANOVA. Finally, in 

Section 6, the individual aspects of Sections 3, 4 and 5 are synthesized to develop specific 

candidate architectures for each of the three technical scenarios of TERRANOVA.  

The main outcomes of the deliverable are: 

¶ An overview of the required new functionalities in both PHY layer and MAC layer to 

support the identified use cases of the TERRANOVA system 

¶ The identification of reference optical/THz systems, RF frontend technologies and 

MAC/RRM protocols representing the SOTA relevant to TERRANOVA and the 

identification of technology gaps with regard to the TERRANOVA system implementation 

¶ The description of implementation options for the co-design of the optical/THz system, 

the THz RF frontend and the THz MAC/RRM protocols  

¶ The presentation of candidate architectures for the implementation of the three specific 

technical use-scenarios, namely outdoor fixed point-to-point (P2P), outdoor/indoor 

individual point-to-ƳǳƭǘƛǇƻƛƴǘ όtнatύΣ ŀƴŘ ƻǳǘŘƻƻǊκƛƴŘƻƻǊ άǉǳŀǎƛέ-omnidirectional. 
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1. INTRODUCTION 

 

Over the last years, the proliferation of wireless devices and the increasing number of bandwidth 

consuming internet services have significantly raised the demand for high data-rate transmission 

with very low latency. While the wireless world moves towards the fifth generation (5G), several 

technological advances, such as massive multiple-input multiple-output (MIMO) systems, full 

duplexing, and millimeter wave (mmW) and visible light communications (VLCs) as well as free 

space optics (FSOs), have been recognized as promising enablers. However, there is a lack of 

efficiency and flexibility in handling the huge amount of quality of service (QoS) and experience 

(QoE) oriented data [1-1]. 

Since the used frequency spectrum for 5G has limited capacity, wireless THz became an attractive 

complementing technology to the less flexible and more expensive optical-fibre connections as 

well as to the lower data rate systems, such as VLCs, microwave links, and wireless fidelity (Wi-Fi) 

[1-2], [1-3]. Motivated by this, the objective of the project TERRANOVA is to provide 

unprecedented performance excellence, not only by targeting data rates in the Tbit/s regime, but 

also by inherently supporting novel usage scenarios and applications, such as virtual reality, virtual 

office, etc., which combine the extreme data rates with agility, reliability and almost-zero 

response time. Additionally, in the near future, users in both rural and remote regions, in which 

the access is not easily established (e.g., mountains and islands), should be able to connect with 

high data rates up to 10 Gbit/s per user since it has been proven that access to high-speed internet 

for all is crucial in order to guarantee equal opportunities in the global competition. Nowadays, 

using solely optical fibre solutions is either infeasible or prohibitively costly. As a result, the use of 

wireless THz transmission as backhaul extension of the optical fibre is an important building block 

ǘƻ ōǊƛŘƎŜ ǘƘŜ ΨŘƛǾƛŘŜΩ ōŜǘǿŜŜƴ ǊǳǊŀƭ ŀǊŜŀǎ ŀƴŘ ƳŀƧƻǊ ŎƛǘƛŜǎ ŀƴŘ to guarantee high-speed internet 

access everywhere, in the beyond 5G era. Finally, the increasing number of mobile and fixed end 

users as well as in the industry and the service sector will require hundreds of Gbit/s in the 

communication to or between cell towers (backhaul) or between remote radio heads located at 

the cell towers and centralized baseband units (fronthaul).  

In all the above-mentioned scenarios, the proposed TERRANOVA system concept is expected to 

be used for wireless access and backhaul networking; hence, it will influence the main technology 

trends in wireless networks within the next ten years and beyond. Its implementation will have 

to leverage breakthrough novel technological concepts. Examples are the joint-design of 

baseband digital signal processing (DSP) for the complete optical and wireless link, the 

development of broadband and highly spectral efficient radio frequency (RF) frontends operating 

at frequencies higher than 275 GHz, and new standardized electrical-optical (E/O) interfaces. 

Additionally, to address the extremely large bandwidth and the propagation properties of the THz 

regime, improved channel modelling and the design of appropriate waveforms, physical (PHY) 

layer techniques, multiple access control (MAC) schemes and antenna array configurations are 

required.  

In this sense and with the vision to provide reliable and scalable connectivity of extremely high 

Řŀǘŀ ǊŀǘŜǎ ƛƴ ǘƘŜ ¢ōƛǘκǎ ǊŜƎƛƳŜ ŀǘ ŀƭƳƻǎǘ ΨȊŜǊƻ-ƭŀǘŜƴŎȅΩΣ ¢9ww!bh±! ǇǊƻǇƻǎŜǎ ǘƻ ŜȄǘŜƴŘ ǘƘŜ ŦƛōǊŜ 
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ƻǇǘƛŎ ǎȅǎǘŜƳǎΩ vƻ{ ŀƴŘ vƻ9 ŀǎ ǿŜƭƭ ŀǎ ǇŜǊŦƻǊƳŀƴŎŜ ǊŜƭƛŀōƛƭƛǘȅ ƛƴǘƻ ǘƘŜ ǿƛǊŜƭŜǎǎ ŘƻƳŀƛƴΣ ōȅ 

exploiting frequencies above 275 GHz for access and backhaul links.  

In this context, this deliverable aims at identifying the state-of-the-art implementations of a 

hybrid optical/THz system architecture, as well as the technology gaps for THz frontends and 

discussing the different RF front-end implementation options. Moreover, it provides reference 

physical layer schemes, MAC/RRM protocols and mechanisms and highlights their particularities 

and the new challenges associated with the THz specificities. Furthermore, considering the target 

future applications, where THz is expected to play a decisive role, three basic topological 

application scenarios are identified and described along with the mapping between specific use 

cases and applications scenarios. Based on the identified scenarios, a first selection of features, 

functionalities and enabling technologies requirements is possible. In this respect, the initial 

TERRANOVA candidate architectures are determined and a short list of their respective 

capabilities and features is provided.  
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1.1 Scope 

The objective of this deliverable, titled ñD2.2 TERRANOVA system architectureò (henceforth 

referred to as D2.2), is to provide the required functionalities of TERRANOVA system architecture 

on PHY and MAC layer to support the identified use cases of the TERRANOVA system and their 

target KPIs. Reference architectures are identified, which provide the state-of-the-art (SOTA) as 

well as technology gaps with regard to the TERRANOVA system implementation. Moreover, 

implementation options for the TERRANOVA architecture are discussed. Finally, candidate 

architectures are presented, for the implementation of the three specific technical scenarios, 

namely outdoor fixed point-to-point (P2P), outdoor/indoor individual point-to-multipoint (P2MP), 

ŀƴŘ ƻǳǘŘƻƻǊκƛƴŘƻƻǊ άǉǳŀǎƛέ-omnidirectional. 

1.2 Structure  

The structure of this document is as follows: 

¶ Section 2 (Application scenarios and required functionalities) after revising the defined 

technical scenarios, presents the required functionalities of the TERRANOVA system 

architecture on the PHY and MAC layers, which need to be implemented in order to 

support the identified use cases of the TERRANOVA system and their target KPIs. 

¶ Section 3 (Hybrid Optical/THz System Co-Design) discusses the reference systems (SOTA) 

as well as technology gaps with regard to the implementation of hybrid optical/THz 

systems and provides different implementation options for the TERRANOVA system. 

¶ Section 4 (THz frontend) presents reference radio frequency (RF) frontend SOTA 

implementations as well as technology gaps, with regard to the implementation of 

extremely broadband, high fractional bandwidth THz frontends and identifies different 

implementation options. 

¶ Section 5 (MAC/RRM protocols) presents reference MAC and radio resource 

management (RRM) SOTA protocols as well as technology gaps, with regard to the 

implementation of MAC/RRM protocols for THz systems. 

¶ Section 6 (TERRANOVA candidate architectures) combines the contents of sections 3-5 

and determines the TERRANOVA candidate architectures for the implementation of the 

specific technical scenarios, namely outdoor fixed P2P, outdoor/indoor individual P2MP, 

ŀƴŘ ƻǳǘŘƻƻǊκƛƴŘƻƻǊ άǉǳŀǎƛέ-omnidirectional. 

¶ Section 7 (Conclusions) summarizes the main messages and findings of D2.2, draws 

ŎƻƴŎƭǳǎƛƻƴǎ ŀƴŘ ǎŜǘǎ ǘƘŜ ŎƻƴǎƻǊǘƛǳƳΩǎ ŦǳǘǳǊŜ ƎƻŀƭǎΦ 
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2. APPLICATION SCENARIOS AND REQUIRED FUNCTIONALITIES 

This section is focused on presenting the required functionalities and challenges in the design of 

the TERRANOVA system architecture. In this sense, it first reviews the basic application scenarios, 

in which the TERRANOVA system is expected to be used. Next, it focuses on the objectives and 

THz-specific challenges. Finally, the PHY, MAC and RRM layers functionalities are further 

elaborated.  

2.1 Review of application scenarios  

 

 

Figure 2.1: Application scenarios of TERRANOVA: a) Point-to-point, b) Point-to-multi-point and c) 
Indoor quasi-omnidirectional. 

As illustrated in Figure 2.1 and aŎŎƻǊŘƛƴƎ ǘƻ ¢9ww!bh±!Ωǎ ŘŜƭƛǾŜǊŀōƭŜ ά5нΦмΥ ¢9ww!bh±! {ȅǎǘŜƳ 

wŜǉǳƛǊŜƳŜƴǘǎέ [2-1], the TERRANOVA project aims to address three fundamental application 

scenarios, namely P2P, P2MP, and indoor quasi-omnidirectional access. For the sake of 

completeness, in this section, we revisit and briefly discuss these scenarios.  
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2.1.1 Scenario 1: Point-to-point 

As demonstrated in Figure 2.1.a, Scenario 1 considers a THz P2P connection with a single THz 

beam. This scenario is most relevant for stationary outdoor connections with large range and high 

capacity requirements. In this case, the THz beam requires no or only limited steering capability. 

Therefore, no beam-tracking is necessary.   

2.1.2 Scenario 2: Point-to-multi-point 

As presented in Figure 2.1.b, Scenario 2 considers a THz P2MP access case, with multiple THz 

beams, which are used to realize individual, independent communication links. The application 

use cases of this scenario include stationary, nomadic or even mobile indoor and outdoor 

connectivity, with information broadcast or multiple independent data streams. For nomadic or 

mobile applications, the individual beams need to follow the receiver (RX); as a consequence, 

significant and dynamic beam steering and tracking capabilities are required, depending on the 

solid angle to be served. Moreover, this scenario demands the development and implementation 

of suitable handover schemes.  

2.1.3 Scenario 3: Indoor quasi-omnidirectional 

As illustrated in Figure 2.1.c, Scenario 3 also considers a THz P2MP connection, with multiple THz 

beams. The main difference from Scenario 2 is that, the objective of this scenario is to cover a 

certain indoor area, room or solid angle with uninterrupted THz connectivity. In this sense, the 

individual THz beams should complement each other to realize complete coverage for a nomadic 

ƻǊ ƳƻōƛƭŜ άǾƛǊǘǳŀƭέ ƭƛƴƪ ǊŀǘƘŜǊ ǘƘŀƴ ǎŜǊǾƛƴƎ ƛƴŘƛǾƛŘǳŀƭ ƭƛƴƪǎΦ 9ŀŎƘ base station (BS) beam serves 

ƳǳƭǘƛǇƭŜ άǳǎŜǊǎέ ǿƛǘƘƛƴ ƛǘǎ ŎƻǾŜǊŀƎŜ ǿƛǘƘ ǾƛǊǘǳŀƭ ƭƛƴƪǎΣ ǎƘŀǊƛƴƎ ǘƘŜ PHY channel by employing 

multiplexing techniques and protocols. Beam steering (fixed or slow) may be only needed to 

generate multiple, slightly overlapping beams, while nomadic and mobile applications are served 

with handover techniques between the different beams or different BSs. As a result, this scenario 

demands the utilization of coordinate multipoint (CoMP) schemes.  

2.1.4 TERRANOVA objectives and challenges  

The relevant key performance indicators (KPI) for the three specific technical scenarios 

described above are [with ideal performance in rectangle brackets] 

¶ Aggregate throughput of wireless access for any traffic load/pattern [Tbit/s] 

¶ Throughput of the point-to-Ǉƻƛƴǘ ΨŦƛōǊe optic - ¢IȊ ǿƛǊŜƭŜǎǎΩ ƭƛƴƪ ώ¢ōƛǘκǎϐ 

¶ [ƛƴƪ ƭŀǘŜƴŎȅ ƻŦ ǘƘŜ ΨŦƛōǊŜ ƻǇǘƛŎ - ¢IȊ ǿƛǊŜƭŜǎǎΩ ώΨȊŜǊƻΩ ƭŀǘŜƴŎȅϐ 

¶ wŀƴƎŜ ƻŦ ǘƘŜ ΨŦƛōǊŜ ƻǇǘƛŎ - ¢IȊ ǿƛǊŜƭŜǎǎΩ ƭƛƴƪ ώǘŜƴǎ ƻŦ ƪƳ ƻǇǘƛŎŀƭΣ м ƪƳ ¢IȊ ǿƛǊŜƭŜǎǎϐ 

¶ Reliable communications [probability of achieving a target bit error rate - BER and 

packet error rate - PER] 

¶ !Ǿŀƛƭŀōƛƭƛǘȅ ώΨ!ƭǿŀȅǎΩ ŀǾŀƛƭŀōƭŜ ŎƻƴƴŜŎǘƛǾƛǘȅ ƻŦ ΨƛƴŦƛƴƛǘŜΩ ƴǳƳōŜǊ ƻŦ ŘŜǾƛŎŜǎϐ 

Table 2.1 summarizes the mapping between the identified use cases, the technical scenarios and 

the most relevant KPIs as well as the connected target values. 

 



D2.2 ς TERRANOVA system architecture 

TERRANOVA Project  Page 28 of 116 

Table 2.1: Mapping between the use cases presented in Section 2 and the defined  
scenarios [2-1] 

Use case Technical 
Scenario 

Use case basic requirement 

Fibre extender 1 
Throughput: 1 Tb/s 

Range: ~1 km 
High availability 

Redundancy 1 
Throughput: ~0.1 Tb/s 
Availability:~99.999% 

Corporate backup connection 1 

Throughput: 0.1 Tb/s 
Range: ~1 km 

High reliability in terms of BER and 
PER 

IoT dense environment 2 and 3 

Throughput: 0.1 Tb/s 
Latency< 1 ms 

Reliability (target BER): Application 
dependent 

Data centres 2 
Throughput: 0.2 Tbps 

Range < 100 m 

Short range THz access indoors 2 and 3 
Throughput: up to 0.3 Tbps 

Range < 20 m 

Ad-hoc access 2 and 3 
Throughput: 0.1 Tbps 

Range ~ 500 m 
Target installation time < 1 hour 

Sport events, music events, etc.  2 
Throughput: 0.2 Tbps 

Range ~ 500 m 

Last mile access 2 
Throughput: 0.1 Tb/s 

Range: ~1 km 

2.2 Required functionality of PHY layer  

In this section, we present the PHY layer functionalities, which are necessary in order to achieve 

the objectives discussed in Section 2.1.4. In particular, in Section 2.2.1, we discuss the 

fundamental characteristics of wireless THz systems from a PHY perspective, whereas in Section 

2.2.2, we discuss the need to adopt pencil beamforming schemes in order to countermeasure the 

high channel attenuation. Additionally, Section 2.2.3 is devoted to illustrate the concept of 

adaptive modulation and coding (AMC), which is expected to contribute in increasing the link data 

rate, while, at the same time, satisfying reliability requirements. Moreover, in Section 2.2.4, the 

concept of simultaneous multi-window transmission is revisited, whereas, in Section 2.2.5, the 

use of multiple input multiple output (MIMO) schemes is discussed in order to achieve 1 Tb/s over 

1 km line of sight (LOS) link. 

2.2.1 Fundamental characteristics of THz systems from PHY perspective 

In this section, we focus on the fundamental characteristics of THz systems that will affect the 

design of the PHY layer architectures. The main characteristics can be summarized as follows: 
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¶ In the THz region, because of the small wavelength, we are able to design high directional 

transmit antennas and receive antennas with low receive angle. These antennas are 

employed to countermeasure the high channel attenuation. However, at the same time, 

they require an extremely accurate alignment between the communication nodes.     

¶ The high material absorption in the THz band imposes limitations in the use of the non-

line of sight (NLOS) communications principles. As a consequence, beam tracking schemes 

as well as CoMP needs to be used in order to guarantee uninterrupted communication.   

¶ Molecular absorption in the THz frequencies causes frequency- and distance-dependent 

pathloss, which makes specific frequency windows unsuitable for establishing a 

communication link. Therefore, despite the high bandwidth availability in the THz region, 

windowed transmission with time varying loss and per-window adaptive bandwidth 

usage is expected to be employed.  

¶ In order to increase the links capacity, suitable MIMO techniques in combination with 

beamforming should be used.  

¶ In order to countermeasure the impact of transmitter (TX) and RX misalignment and 

support tracking of mobile or moving user equipment (UE), adaptive beamsteering is 

expected to be utilized. Adaptive beamsteering enables the low-complexity link 

installation and guarantees that the TX and RX antennas are aligned.  

¶ In all cases, due to small wavelengths, there are high requirements on intra and inter 

beam coherence.   

¶ Furthermore, due to small wavelengths, multi-path fading in case of NLOS link will be 

quickly changing already at small spatial movements, leading to highly time-variable 

non-flat channel characteristics in nomadic applications. 

¶ Finally, AMC schemes should be employed in order to increase both the range and the 

throughput of the THz system, while, at the same time, guarantee a pre-defined degree 

of reliability.       

2.2.2 Pencil beamforming  

Due to their high carrier frequencies, THz signals experience increased attenuation. This is due to 

pathloss as well as molecular absorption. Particularly, free space path loss grows with the square 

of the carrier frequency, if isotropic (receive and transmit) antennas are employed [2-2], [2-3]. 

Furthermore, atmospheric absorption, mainly from water vapour molecules, becomes significant 

in the THz band [2-3]. Finally, the large bandwidths to be used by THz communication systems 

lead to a significant signal-to-noise ratio (SNR) reduction, because of the wideband noise [2-2]. 

Beamforming is an efficient technique that can be employed in order to countermeasure the 

aforementioned phenomena [2-2]-[2-5]. Fortunately, the small wavelengths, and hence the small-

sized antenna elements, enable the use of a large number of antenna elements, which leads to 

ǘƘŜ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ ǇƻǿŜǊŦǳƭ άōŜŀƳŦƻǊƳŜǊǎέΦ Here, it is worth noting that beamforming can be 

employed either at the TX, or/and at the RX. 

2.2.3 Adaptive modulation and coding  

It is widely known that the wireless channel experiences a time-varying behaviour. As a 

consequence, a wireless system that is not able to adapt to the environment and is always working 
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for the worst channel conditions results to an inefficient management of the available spectrum. 

Therefore, in order to improve their efficiency and performance, modern wireless systems have 

to adapt their transmission to the channel conditions. In particular, they should adapt the 

modulation order, as well as their channel code rate in a hitless fashion, i.e., without relaxing a 

reliability predefined requirement, such as the BER, during changes. 

As shown in  [2-1], the bandwidth of the LOS THz transmission windows drastically changes even 

with small variations in the transmission distance, thus the development of distance-aware AMC 

schemes that take into account the distance-dependent bandwidth is required. Distance-adaptive 

AMC should be developed that employs either: (i) the entire transmission bandwidth (for short-

distance communications), (ii) the central part of the transmission window (to serve close and far 

nodes), or (iii) the sides of the transmission window (for short-distance links) [2-6]. Within an 

individual transmission windows, both single-carrier (such as quadrature amplitude modulation - 

QAM) as well as multi-carrier modulation schemes (such as orthogonal frequency division 

multiplexing - OFDM and/or discrete multi-tone - DMT) should be considered to account for the 

required adaptation to the time varying channel conditions. 

Additionally, due to small wavelengths, multi-path fading in case of NLOS links will be quickly 

changing already at small spatial movements leading to highly time-variable non-flat channel 

characteristics in nomadic applications. This phenomenon is expected to play an important role 

especially in indoor communications, i.e., Scenario 3. 

2.2.4 Transmission through multiple frequency windows 

As described in [2-1], by utilizing multiple carriers across the different non-contiguous 

transmission windows, a higher aggregate capacity could be achieved. On the other hand, this 

also leads to an increased complexity of the system, as parallel, individually optimized THz 

frontends would have to be used, due to the large differences in carrier frequencies. In [2-1],  

initial estimations for the theoretical PHY layer data rates in the different windows by utilizing 

higher order modulations that help to increase the capacity at the expense of higher SNR 

requirements was presented. Under the assumption of considering only frequency windows 

above 275 GHz, no individual frequency band is able to support high data rates and achieve 1 Tbps 

at 1 km link distance. One option would be to consider at least parallel transmission in the first 

three windows including frequencies up to 450 GHz, which would be sufficient to aggregate most 

of the available capacity. The other option would be to extend the first frequency window to 

frequencies below 275 GHz to achieve a higher bandwidth and capacity. An additional advantage 

of the multiple frequency windows transmission would be that by selecting the available 

transmission windows which has the lower path loss, the antenna gain requirements can be 

relaxed or the available SNR increased.   

2.2.5 Spatially-multiplexed transmission 

Another option, in order to achieve the 1 Tb/s over 1 km LOS link, would be to use spatial 

multiplexing (SM) schemes together with MIMO techniques in digital signal processing (DSP). SM 

can be achieved by using the following approaches:  

¶ two polarizations (factor 2);  
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¶ several antennas (factor N).  

Due to the small wavelength of the THz wave, compact antenna arrays can be realized still 

satisfying the requirements of MIMO transmission. By employing a 2x2 MIMO transmission with 

polarization would already allow to reduce the required transmission bandwidth by factor of 2, 

i.e., from 200 GHz to 100 GHz, as well as the RX noise floor by 3 dB.  Since each MIMO channel 

can use its own power amplifier (PA), this also results in a decrease of the required per-antenna 

directivity of 1.5 dB. Using higher NxN MIMO with antenna arrays would result in higher savings 

in required bandwidth and directivity; however, at the same time, the energy consumption might 

significantly increase. 

2.3 Required functionality of MAC/RRM layer 

In this section, we first identify the particularities of THz systems that bring multiple challenges to 

the design of MAC and RRM approaches, mechanism and protocols. Next, we discuss and briefly 

compare different PHY layer channel realization options and we give the trade-off between these 

options. Finally, we present the requirements of the basic MAC and RRM layer mechanisms, 

namely UE detection/tracking, interference management, caching and handover beams, as well 

as multiple access schemes.        

2.3.1 Fundamental characteristics of wireless THz systems from MAC perspective 

In this section, we focus on the fundamental characteristics of THz systems that will affect the 

design of the MAC mechanisms and schemes. In more detail, Section 2.3.1.1 discusses the impact 

of the directed THz wireless channel, whereas Section 2.3.1.2 reviews the characteristics and 

effect of heterogeneity in THz networks. 

2.3.1.1 Directed THz wireless channel 

Due to the fundamental characteristics of the THz systems, which was presented in Section 2.2.1, 

the propagation environment suffers from sparse-scattering. This causes to the majority of the 

channel direction of arrivals (DoAs) to be below the noise floor. As a consequence, a channel in a 

wireless THz system can be established in a specific direction with a range that varies according 

to the directionality level.  

However, the directionality of wireless THz channels results in two consequences, namely: 

¶ Blockage, which refers to the high penetration loss, due to obstacles and cannot be 

resolved by just increasing the transmission power; and 

¶ Deafness, which refers to the situation, in which the main beams of the transmitter and 

the receiver are not aligned to each other. This prevents the establishment of the 

communication link. 

To overcome blockage, the wireless THz system is required to search for and identify alternative 

directed spatial channels, which are not blocked. However, this search entails a new beamforming 

overhead of significant amount and hence it introduces a new type of latency, in which we will 

refer to as beamforming latency. The MAC design for cellular networks is therefore more 

complicated than the one of the conventional wireless local area networks (WLANs), in which 
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short range communications can be also established through nLOS components. Additionally, the 

conventional notion of cell boundary becomes questionable in these systems, due to the 

ǊŀƴŘƻƳƭȅ ƭƻŎŀǘŜŘ ƻōǎǘŀŎƭŜǎΦ !ǎ ŀ ǊŜǎǳƭǘΣ ŀ ǊŜŘŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ ƴƻǘƛƻƴ ƻŦ ǘƘŜ άǘǊŀŘƛǘƛƻƴŀƭ ŎŜƭƭέ ƛƴǘƻ 

άŘȅƴŀƳƛŎ ŎŜƭƭέ ƛǎ ǊŜǉǳƛǊŜŘΦ  

On the other hand, deafness has a detrimental effect on the complexity of establishing the link 

and causes a synchronization overhead increase. This indicates the importance of redesigning the 

initial access (IA) procedures.  

2.3.1.2 Heterogeneity  

To countermeasure the physical limitations of wireless THz systems, the MAC mechanisms may 

simultaneously exploit both the microwave and THz bands [2-7]. This was initially presented in [2-

7], where the authors provided a MAC protocol that employs microwave frequencies for 

establishing the control channels (CCHs), and THz frequencies for the data channels (DCH). 

Additionally, MAC mechanisms may need to facilitate the co-existence of several communication 

technologies with different coverage. In this respect, two different types of heterogeneity are 

observed in wireless THz networks, namely: 

¶ Spectrum heterogeneity; and 

¶ Deployment heterogeneity.  

By spectrum heterogeneity, we refer to the scenarios in which wireless THz UEs use both high 

(THz) and lower frequencies (e.g. in the microwave band). On the one hand, THz frequencies 

provide a massive amount of bandwidth for high data rate communications. On the other hand, 

the microwave frequencies are used for control message exchange, which demands much lower 

data rates, but higher reliability than data communications. This facilitates the deployment of 

wireless THz networks, due to possible omnidirectional transmission/reception of control 

messages, as well as higher link stability, at lower frequencies. However, the use of both 

microwave and THz bands in UEs increases the fabrication cost and may result to an important 

reduction of the mobile UE (MUE) energy autonomy. Moreover, due to the blockage and deafness 

effects, the establishment of a microwave CCH might not result in establishing the corresponding 

THz data transmission channel.  

The deployment heterogeneity introduces two scenarios for THz cellular network, namely: 

¶ stand-alone networks; and  

¶ integrated networks. 

In the stand-alone scenario, a complete THz network (from macro to pico levels) will be deployed, 

whereas the integrated network solution is an amendment to existing microwave networks for 

performance enhancement, and includes wireless THz small cells (SCs) and/or THz hotspots [2-8]. 

2.3.2 Physical Control Channels 

In general, a wireless link can be established in:  

¶ Omni-directional mode, in which both the BS and the UE are omni-directional;  



D2.2 ς TERRANOVA system architecture 

TERRANOVA Project  Page 33 of 116 

¶ Semi-directional mode, in which either BS or UE is omnidirectional, and the other 

operates in directional; or  

¶ Fully-directional, in which both the BS and the UE are working on directional 

communication modes.  

The inter-cell interference in both the downlink (DL) and the uplink (UL) is significantly reduced 

by fully directional pencil-beam communication. On the other hand, a microwave PHY CCH can 

facilitate broadcasting and network synchronization. 

By taking the above into account, two types of trade-offs arise, when realizing a PHY CCH, namely: 

¶ Fall-back trade off; and 

¶ Directional trade off 

The fall-back trade-off refers to the option of sending control messages for synchronization, cell 

search, user association, etc., over microwave or THz frequencies, in low data-rates. Although, 

the realization of PHY CCH in THz bands will enable the use of a single transceiver, resulting to 

lower-cost devices, the established channels would suffer from high attenuation and blockage.  

On the other hand, a microwave PHY CCH facilitates broadcasting and network synchronization, 

due to larger coverage and higher link stability compared to the corresponding THz CCHs, at the 

expense of higher hardware complexity and energy consumption, since a dedicated transceiver 

should be tuned on the microwave physical control channel. 

The directional trade off refers to the option of establishing a physical channel in omni-directional, 

semi-directional, or fully-directional communication modes. Omnidirectional channels have a 

shorter communication range compared to semi-directional and fully-directional options. On the 

other hand, omnidirectional channels allow to all the devices within the communication range to 

receive the messages without any deafness problem. The semi-directional option increases the 

transmission range and introduces less interference to the network compared to the omni-

directional option. However, mitigating the deafness problem in this case may require a spatial 

search that introduces extra delay. Finally, the fully-directional wireless communication mode 

further increases coverage and decreases the interference caused to the network at the expense 

of even higher spatial search overhead. Note that these trade-offs do not exist in conventional 

cellular networks, which operate in lower frequencies.    

2.3.3 UE detection and tracking 

At THz frequencies, high antenna gains are needed to overcome the large path loss and other 

losses. In order to support this scenario, IA, where UE discovers THz access point and forms link-

layer connection, needs to support beamforming/directionality at least in one end of the link 

(unless communication distances are very small or very long preambles/high coding gain are used 

to make it easier to discover users even with omnidirectional antenna modes).  However, the use 

of low-complexity and low-power THz devices, along with the massive number of antennas, make 

traditional digital beamforming based on instantaneous channel state information (CSI) very 

expensive and in several cases infeasible. On the other hand, the use of analog beamforming, 

based on predefined beam steering vectors (beam training codebook), each covering a certain 

direction with a certain beamwidth, is considered as a feasible and effective alternative solution. 
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However, one of the main drawbacks of analog beamforming is the lack of multiplexing gain, 

which is addressed by the hybrid digital/analog beamforming architecture (for more details, 

please see Section 4.3).  

Based on the assumed beamforming (fully digital, fully digital but low-resolution converters, 

hybrid, analog, etc.) multiple beams could be transmitted/received at the same time, helping to 

reduce IA time. Otherwise, options include sequential scanning of all possible beamforming 

directions at the THz access point and UE (exhaustive search), using hierarchical search, etc. The 

reliance on the directional transmission in the IA in the mmWave communications calls for initial 

cell search procedures considerably different from these followed in the existing microwave 

systems. In the existing microwave systems, sophisticated beamforming is used only after the IA 

procedures have been completed. To reduce the time overhead, a hybrid approach has been 

proposed in several papers, where microwave bands (omnidirectional search) are used for the BS 

discovery and then reverting to mmWave bands for subsequent beam alignment and data 

transmission. As a result, the required functions for UE detection therefore depend on the chosen 

approach for initial access. For example, for hierarchical search, it is needed to support 

successively narrower beams.  

Once the THz access point (AP) and the associated UE have discovered the proper beamforming 

directions, the UE can be tracked in order to support nomadic mobility of UE or small movements 

at the transceivers of a fixed P2P link. The MAC and RRM should therefore support beam-tracking 

method that consumes fewer resources compared with the full exhaustive beam discovery. For 

example, we can search just the beam direction adjacent to the current direction; this assumes 

that changes are small, which may not always be the case. Motivated by this, one of the main 

objectives of TERRANOVA MAC protocol is to design suitable UE detection and tracking 

mechanisms which involve a reduced alignment overhead.  

2.3.4 Interference management 

In the wireless THz networks, there are five types of interference that should be managed: 

¶ Intra-cell interference: This is the interference among UEs within a cell. It can be managed 

and mitigated by employing proper scheduling and beamforming designs. Pencil-beam 

operation substantially facilitates the intra-cell interference management strategy, due 

to spatial orthogonality of the directed channels of different UEs.  

¶ Inter-cell interference: This type refers to the interference among different cells. It is an 

important degradation factor in several conventional cellular networks; especially at the 

performance of devices located in cell edges, where the reuse of the same resource block 

in adjacent cells causes strong interference. On the other hand, in THz cellular networks, 

it is expected not to play a decisive role, since the scheduling based on timeςfrequencyς

space resource blocks along with fully-directional communication significantly 

contributes in the reduction of the inter-cell interference. In the rare case of inter-cell 

interference, the UEs/BSs can initiate an on-demand interference management strategy 

(see for example [2-9]).  
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¶ Inter-layer interference: It refers to interference among different layers, macro, micro, 

femto, and pico, which may be more severe compared to inter-cell interference among 

cells of the same layer due to directional communications. 

¶ Sidelobes interference: Due to the pencil beam nature of THz transmissions, interference 

from sidelobes of the antenna can be ignored in many cases; similarly, interference from 

non-LOS transmitters can be negligible. Therefore, typical interference could be modelled 

with on/off behaviour with quite low probability of interference. In some cases, this could 

lead to noise-limited behaviour instead of interference-limited behaviour. In other cases, 

scheduling and proper beamforming design can be used. This also leads to challenges for 

MAC/RRM, as to how to extract maximum performance from systems taking into account 

spatial reuse.   

¶ Inter-symbol interference (ISI): In case of multipath propagation, ISI may occur.  

To sum up, directional communications with pencil-beam operation drastically reduce multiuser 

interference in THz networks. An interesting question is whether in this case a THz network is 

noise-limited, as opposed to interference-limited networks. This fundamental question affects the 

design principles of almost all MAC layer functions. For instance, as the system moves to the noise-

limited regime, the required complexity for proper resource allocation and interference 

avoidance functions at the MAC layer is substantially reduced. On the other hand, pencil-beam 

operation complicates negotiation among different devices in a network, as control message 

exchange may require a time consuming beam training procedure between transmitter and 

receiver [2-10]. In [2-11], the authors confirmed the feasibility of a pseudowired (noise-limited) 

abstraction in outdoor mesh networks, operating in high frequencies. However, as shown in [2-

12], activating all links may cause an important performance drop compared to the optimal 

resource allocation in dense deployment scenarios due to non-negligible multiuser interference.  

2.3.5 Multiple access schemes 

MAC may need to be able to combine different kinds of approaches such as contention-based 

approach, polling, and scheduling as in IEEE 802.11ad. With huge amounts of bandwidth 

available at THz frequencies, it is envisaged that simplified multiple access schemes could be 

developed.  

Novel MAC protocols are required for THz band communication networks, since classical solutions 

are unable to accommodate the following characteristics: 

¶ The THz band provides devices with a very large bandwidth. As a consequence, the THz 

devices do not need to aggressively contend for the channel. In addition, this very large 

bandwidth results in extremely high bit-rates; hence, very low transmission durations are 

achieved. This causes a very low collision probability. 

¶ The use of very large arrays and very narrow directional beams can also clearly reduce the 

multi-user interference. This comes with the cost that high-bit-rates and pencil-beams 

significantly increase the synchronization requirements [2-13]. 

As a result, a new MAC protocol need to be designed and developed that accommodates the 

following objectives: 
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¶ To support both random and scheduled access; 

¶ To countermeasure deafness, by guaranteeing alignment between the transmitter and 

the receiver, through the development of receiver-initiated transmission schemes.  

¶ To exploit fast-steerable narrow beams for network-wide objectives. The fast steering 

and pattern control capabilities of very large antenna arrays enable new functionalities 

that can be exploited to control interference. For example, in the downlink, a transmitter 

can simultaneously send messages to multiple receivers, by transmitting time-

interleaved pulses in different directions, so that the pulses intended for each user add 

coherently at the desired receiver, with no interference. There exists a tradeoff between 

user acquisition complexity and communication robustness, in terms of beam-width 

choice. A possible scheme to fully harness the huge antenna array is to adapt wider 

beamwidth during scanning phase for fast user acquisition, and intelligently steer focused 

thin beam for the subsequent data communication. 

2.3.6 Caching 

The benefits of device caching in the offloading and the throughput performance have been 

demonstrated in [2-14]-[2-19]. In more detail, in [2-14], the spectrum efficiency of a device to 

device (D2D) wireless network, in which the UEs cache and exchange content from a content 

library, is shown to scale linearly with the network size, provided that their content requests are 

sufficiently redundant. Additionally, in [2-15], the previous result is extended to the UE 

throughput, which, by allowing a small outage probability, is shown to scale proportionally with 

the UE cache size, provided that the aggregate memory of the UE caches is larger than the library 

size. In order to achieve these scaling laws, the impact of the D2D interference must be addressed 

by optimally adjusting the D2D transmission range to the UE density. In this context, in [2-16], the 

authors proposed a cluster-based approach in order to countermeasure the D2D interference, 

where the D2D links inside a cluster are scheduled with time division multiple access (TDMA). The 

results corroborate the scaling of the spectrum efficiency that was derived in [2-14]. In [2-17], a 

mathematical framework based on stochastic geometry is proposed to analyze the cluster-based 

TDMA scheme, and the trade-off between the cluster density, the local offloading from inside the 

cluster, and the global offloading from the whole network is demonstrated through extensive 

simulations. Finally, in [2-18], the system throughput is maximized by jointly optimizing the D2D 

link scheduling and the power allocation, while in [2-19], the offloading is maximized by an 

interference aware reactive caching mechanism. Based on the above, it is expected that device 

caching can significantly enhance the offloading and the delay performance of the THz cellular 

network, especially when the UEs exchange cached content through device to device (D2D) 

communication. 

2.3.7 Handover between multiple beams 

The suppression of interference in THz systems with pencil-beam operation comes at the expense 

of more complicated mobility management and handover strategies. In contrast with the long 

term evolution advanced (LTE-A), frequent handover, even for fixed UEs, is a potential drawback 

of THz systems, due to their vulnerability to random obstacles. 

As a consequence, the MAC/RRM should be able to recover from user mobility outside the 

coverage of the current AP or from sudden blockage such as human blockage preventing to use 
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current AP, preferably without full initial access after current connection has been lost. Due to 

cost reasons, it is not expected that THz networks will cover entire areas. Therefore, after losing 

current THz connection it may be necessary to move to lower frequency communication networks 

such as WLAN/LTE. Multi-connectivity may be required.  
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3. HYBRID OPTICAL/THZ SYSTEM CO-DESIGN 

With the vision to provide reliable and scalable connectivity of extremely high data rates in the 

¢ōƛǘκǎ ǊŜƎƛƳŜ ŀǘ ŀƭƳƻǎǘ ΨȊŜǊƻ-ƭŀǘŜƴŎȅΩΣ ¢9ww!bh±! ǇǊƻǇƻǎŜǎ ǘƻ ŜȄǘŜƴŘ ǘƘŜ ŦƛōǊŜ ƻǇǘƛŎ ǎȅǎǘŜƳǎΩ 

QoS and QoE as well as performance reliability into the wireless domain, by exploiting THz 

frequencies predominantly above 275 GHz for access and backhaul links. 

This will be achieved by co-designing hybrid optical/THz systems supporting the identified main 

technical scenarios with P2P, P2MP and quasi-omnidirectional links.  

The development should find guidance in the co-design principle: The co-designed hybrid 

optical/THz systems should allow seamless integration into legacy networks on PHY and MAC 

layers. In order to allow this, the THz link should be designed to provide data rate compatibility 

with standard optical transmission systems and transceivers and should use common baseband 

interfaces. In a step beyond this, it could be also possible to provide fully transparent optical/THz 

links with common baseband signal processing. 

3.1 Reference system architectures 

In this section, we first discuss and compare currently relevant systems and standards that will be 

used as references for the design of the TERRANOVA system architecture in ά55.1 - Report on 

preliminary THz RF-frontend and antenna, phased array beamforming, baseband algorithms and 

optical RF-frontend ready for implementation in offline testsέ. Then, we present the system and 

interface implementation options.   

As the optical/THz baseband interface has no reference equivalent, we will consider reference 

systems for the basic functions, i.e., standard photonic and wireless systems. Furthermore, we 

will consider the Radio-over-Fibre (RoF) architecture. 

3.1.1 Wireless transmission reference systems and relevant standards 

This section is devoted to present wireless transmission systems and standards that will be used 

as references throughout the project TERRANOVA. The systems are classified into the following 

categories: 

¶ Microwave/mmWave P2P links that corresponds in Scenario 1 and is discussed in Section 

3.1.1.1; 

¶ P2MP microwave/mmwave, fixed wireless access, which refers in Scenario 2 and is 

presented in Section 3.1.1.2; and 

¶ Wi-Fi (IEEE 802.11ad) that corresponds in Scenario 3 and is presented in Section 3.1.1.3.  

3.1.1.1 Scenario 1: Microwave/mmWave P2P links 

Microwave systems (MW) 

Nowadays, the dominant transmission technology for mobile backhaul is wireless microwave 

(WM). It is estimated that over 60% of all sites worldwide are connected by MW, due to several 

benefits, such as [3-1]: 
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¶ mature and field-proven technology; 

¶ cost-effective backhaul over fibre and copper; 

¶ rapid deployment and network rollout; and 

¶ reliability based on spectrum licensing in the 6 GHz to 42 GHz range.  

MW solutions are the fundamental component of LTE backhaul networks as they offer much 

higher internet protocol layer (IP) capacity compared to legacy MW systems. In order to continue 

serving the evolving LTE and LTE-A networks, IP MW backhaul solutions have to meet a number 

of technical requirements and demands, such as: 

¶ higher throughputs - in the order of 500 Mbit/s at tail nodes and more than 1 Gbit/s at 

aggregation nodes; 

¶ low latency and jitter; 

¶ support of packet synchronization mechanisms for accurate frequency and phase 

synchronization; 

¶ advanced networking capabilities in line with software define network (SDN) 

developments in other parts of the network; 

¶ small form factors, which are expected to enable street level backhaul of SCs. 

The key evolution challenge of MW systems has always been to increase radio data rates, while 

maintaining system availability and reliability within specified carrier-grade performance targets. 

P2P MW transmission over the air is realized on carrier frequencies from 6 to 42 GHz, and 

channels of 7, 14, 20, 40, and 56 MHz, as specified by various international telecommunication 

union (ITU) and European Telecommunications Standards Institute (ETSI) standards. Note that air 

is a very complex and tricky medium, due to the existence of several carrier frequency-associated 

factors that affect the transmission performance. These factors include the carrier frequency 

itself, the geographical zone, relevant climate conditions and terrain peculiarities.   

The main approach for increasing data rates over the MW specified channel is the use of higher-

order modulation schemes and multi-carrier schemes, such as OFDM. In more detail, in MW 

systems, the modulation scheme employed is based on the quadrature amplitude modulation 

(QAM) method, due to its high spectral efficiency. A decade ago, a typical MW modulation of 64-

QAM has made possible the transmission of six bits per symbol over the same channel, achieving 

radio throughputs of 260 Mbit/s [3-1]. This was sufficient for the low-rate time division 

multiplexing (TDM) and synchronous transport module level-1 (STM-1) traffic of the second 

generation (2G) and early third generation (3G) mobile phone networks. Technological advances 

and the introduction of high speed packet access (HSPA) led to the launch of full-packet radios 

supporting higher-order modulation schemes up to 256-QAM. By using 256-QAM, eight bits could 

be transmitted concurrently; as a consequence, the throughput has been increased to 360 Mbit/s. 

In the last five years, modulations as high as 512-QAM and 1024-QAM (or even higher) gradually 

appeared and further increased system capacity supporting evolved High Speed Packet Access 

(HSPA+) and LTE system deployment. Nowadays, SOTA MW transceivers employ 4096-QAM, 

achieving actual air rates as high as 575 Mbit/s over a single 56 MHz channel [3-1]. Higher 

modulations up to 4096-QAM are not meant to be used as fixed modulation schemes in a MW 

link. They must always be combined with an advanced AMC scheme with improved switching 

margins. AMC enables the robust operation of the 4096-QAM in almost every case, temporarily 
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switching to a lower modulation only when propagation conditions are adverse (e.g., during heavy 

storms).  

Microwave bands are often limited to bandwidths of 56 to 112 MHz, for a P2P backhaul link. Thus, 

the latter offers up to 1 Gbps (by employing 4096-QAM).  By using cross polarization interference 

cancellation (XPIC) technique, the throughput can be doubled. XPIC allows simultaneous 

transmission over the two polarization planes (i.e., horizontal and vertical) of the electromagnetic 

wave. Compact antenna systems, specially-designed for XPIC operation, offer compelling 

solutions for fully exploiting MW radio capabilities. Finally, if the transmission over both 

polarizations is combined with NxN MIMO transmission, then N times higher throughput can be 

achieved compared to the single input single output (SISO) case.  

Millimeter-wave systems 

The maximum throughput offered by microwave backhaul technology cannot support the 

demands of future wireless networks. On the other hand, millimetre-wave (mmWave) 

technology, and particularly E-Band technology (71-76GHz & 81-86GHz), appears to be a 

promising alternative.    

The propagation of electromagnetic radiation in the millimetre-wavelength band is generally 

accompanied by higher atmospheric losses in relation to the propagation in microwave frequency 

bands [3-2]. E-Band systems experience higher free space path losses (FSPLs) and exhibit a 

significantly higher sensitivity to rain precipitation compared to conventional microwave systems. 

Both of these elements impact the link power budget and reduce the range of an E-band system 

relative to that of a conventional microwave of equal link budget. 

Nevertheless, E-Band systems technology can partially compensate the disadvantage imposed by 

the propagation propertiesΦ ¢ƘŜ άōǊǳǘŜ ŦƻǊŎŜέ ŀǇǇǊƻŀŎƘ ƻŦ ǳǎƛƴƎ a wide bandwidth channel 

enables the delivery of the very high capacities with simple, low order, modulation formats. Low 

order modulation formats relax the PA linearity requirements and enable higher transmit power. 

Today, a transmit power at the antenna port of more than 20 dBm can be achieved [3-2]. This is 

important to meet the required link power budget values for acceptable transmission distances. 

In addition, mmWave systems can benefit from high antenna gain values, even at relatively small 

antenna sizes. For example, more than 43 dBi and 51 dBi antenna gains can be achieved for 30 

cm / 60 cm antenna radii (parabolic antennas), respectively. This facilitates the configuration of 

systems that reach acceptable distances with small antenna diameters, which can be deployed in 

a flexible and cost-effective manner. 

It should be pointed out that mmWave systems in the E-band are relatively immune to molecular 

absorption, which is caused by atmospheric gasses, as well as, other atmospheric scattering 

agents, such as fog, clouds, and airborne particles, which are characterised by micrometre rather 

than millimetre dimension scales. Effective link lengths of P2P E-Band systems under LOS 

conditions can vary, depending on the required capacity and rain zone, from about 500 m up to 

several km. 

Another important feature is that the steep propagation loss curve and narrow radiation beam 

width of E-band systems facilitate interference management in a high link density environment, 
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such as urban environment. As mmWave radiation is confined to very narrow beam widths of the 

order of the fraction of a degree and it is attenuated strongly with distance, interference is 

minimised from a link to its nearby links. 

From the above, it is evident that E-Band frequency links can be deployed more densely than the 

conventional microwave frequency links. On the other hand, E-Band links can be introduced to 

partially substitute microwave frequency links, reducing their density and alleviating interference 

in the below 38 GHz frequency bands. As a result, several country spectrum regulators view E-

Band links as means for addressing microwave frequency congestion issues, which become 

increasingly common in major urban areas as the number of cellular base station sites grows. 

State-of-the-art E-band backhaul systems can achieve throughputs of 10 Gbps, by employing 

channel bandwidths of up to 1.5-2GHz and modulation order of up to 256-QAM. In the case where 

the XPIC technology is used, throughput of 20 Gbps can be achieved [3-3], [3-4], [3-5]. 

3.1.1.2 Scenario 2: P2MP microwave/mmwave, fixed wireless access (FWA) 

Compared to P2P coverage for the same area, P2MP technology demonstrates considerable 
capital expenditure (CapEx) reductions and major operating expenses (OpEx) savings, which is 
estimated to be more than 70%. P2MP treats each radio link independently and assigns 
bandwidth dynamically; thus, optimizing sector capacity planning and leveraging the radio 
resource-sharing nature of P2MP. Usually these systems combine frequency, time and space 
division multiplexing/duplexing. The DL and UL separation is based on frequency division 
duplexing (FDD) or time division duplexing (TDD). The DL can be time-division multiplexing (TDM), 
space-division multiplexing (SDM) or frequency division multiplexing (FDM), whereas the UL is 
based on TDMA schemes. When time division schemes are employed, unavoidably throughput is 
reduced compared to P2P systems.  

Typical frequencies for P2MP are 10.5/26/28 GHz. Furthermore, a sector capacity of 1.8 Gbps 
aggregated with 112 MHz channel bandwidth, latency of 1 ms and sector density of >60 terminal 
stations have been currently achieved [3-6], [3-7], [3-8], [3-9]. On the networking side, SDN-based 
network automation has recently been employed within the microwave industry, with the initial 
focus being on automation and centralization of network and service configurations. Both open 
and standardized interfaces are now becoming available, which will enable the development of 
SDN applications, especially in multi-technology or multi-vendor environments (network slicing) 
[3-3], [3-10]. The network configuration (NETCONF) protocol and yet another next generation 
(YANG) models are currently the preference for SDN network automation. 

P2MP systems are also used in FWA applications for corporate and residential access. Long range 

(~10 km) links for rural areas can be deployed. Mobile network operators view FWA as the first 

application for 5G in mmWave spectrum [3-11]. FWA is a compelling first application for several 

reasons. Operators can deliver high speed access to homes, apartments, or businesses with less 

cost and time compared to traditional cable and fibre-to-the-home (FTTH) installations. This 

opens new markets that previously were available only to satellite, fibre, or cable providers. An 

additional attraction is the potential to directly extend FWA infrastructure investment towards 

providing 5G mobile access. 
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3.1.1.3 Scenario 3: Wi-Fi (IEEE 802.11ad) 

IEEE 802.11ad (or WiGig after the Wireless Gigabit Alliance that endorses it) provides higher data 

throughput and lower latency solutions in less crowded spectrum bands by operating in the 60 

GHz mmWave band [3-12]. Four ultra-wideband channels are used in the 60 GHz band, each one 

of them having 2.16 GHz bandwidth. WiGig delivers data rates up to 7 Gbit/s. The 60 GHz signal 

cannot typically penetrate walls but can propagate off reflections from walls, ceilings, floors and 

objects using beamforming technology. Further, by employing beamforming, narrow beams are 

formed in 60 GHz spectrum, allowing several devices to simultaneously use the same channel. 

The table below gives a summary of the main features of 802.11ad: 

Table 3.1 Main features of 802.11ad 

802.11AD CHARACTERISTICS DESCRIPTION 

Operating frequency range 60 GHz ISM band 

Maximum data rate 7 Gbps 

Typical distances 1 - 10 m 

Antenna technology Uses beamforming 

Modulation formats Various: single carrier and OFDM 
 

The IEEE 802.11ad uses a MAC layer standard that is shared with current 802.11 standards to 

enable session switching between 802.11 Wi-Fi networks operating in the 2.4 GHz, and 5 GHz 

bands with those using the 60 GHz WiGig bands. In this way, seamless transition can occur 

between the systems. 

. 

3.1.1.4 Architecture of a wireless transmission system 

A typical architecture for a wireless transmission system is shown in Figure 3.1 and is composed 

of the following main parts: 

¶ Digital baseband processing units; 

¶ ADC/DAC; and 

¶ Analogue frontend. 

https://en.wikipedia.org/wiki/Beamforming
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Figure 3.1: The basic baseband components. 

 

3.1.1.5 Digital Baseband Processing Unit 

As illustrated in Figure 3.1, the main parts of the baseband unit of a transceiver are the MAC and 
PHY layer blocks. Within the MAC layer, DL/UP mapping is performed, i.e., the proper timeslots 
are created for the traffic. Forward error correction (FEC) coding is employed in order to increase 
the quality of transmission. Furthermore, constellation mapping/demapping is performed. Within 
the PHY layer, advanced signal processing algorithms are implemented for the optimum 
exploitation of the available spectrum, highest possible transmission, synchronization, etc. 

3.1.1.6 ADC/DAC 

Analogue signals received at the analogue frontend (AFE) are sampled, then converted to digital, 

and finally read in the baseband processing unit in the RX direction. Similarly, signals output from 

the baseband unit are converted to analogue and fed to the AFE in the TX direction. The ADC/DAC 

part plays an important role in increasing throughputs and accordingly bandwidths, as their 

technology imposes the limit on the achievable sampling rate. 

3.1.1.7 Analogue Front-End 
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Up-conversion of the analogue signal takes place to either an intermediate frequency (IF) or 

directly to the final RF frequency, in the TX direction. Respectively, down-conversion from IF/RF 

to baseband frequency is performed in the Rx direction. The AFE is feeding the antenna through 

a duplexer in order to use a single antenna for both transmission and reception. 

3.1.2 Optical transmission reference systems and relevant standards 

For optical communication systems, the relevant standardization bodies are the Institute of 

Electrical and Electronics Engineers (IEEE), the Optical Internetworking Forum (OIF) and the ITU. 

Thereby, the standardization (or de-facto standardization by multi-source agreements (MSA) or 

implementation agreements) differentiates the optical line side interfaces and systems (e.g., 

Ethernet [3-13], [3-14], PON [3-15], [3-16], [3-17], [3-18], OIF 400ZR [3-19]), the electrical client 

side interfaces (e.g. IEEE CAUI [3-20], OIF CEI [3-21]) and the pluggable modules (e.g., XFP MSA [3-

22], CFP MSA [3-23], SFP/QSFP MSAs [3-24]). In the following, the different relevant standards 

will be shortly discussed with regard to their relevance for the design of the hybrid optical/THz 

TERRANOVA system architecture. 

3.1.2.1 IEEE Standards for Ethernet  

These standards cover PHY and MAC as well as management parameters for optical fixed line data 

communication (such as intensity modulation and direct detection - IM/DD) transmission systems 

up to 100 Gb/s (802.3bm ς 2015 [3-13]) and very recently also up to 400 Gb/s (IEEE 802.3bs ς 

2017 [3-14]). Additionally, there are several widely accepted MSAs closely connected to the IEEE 

Ethernet standards, such as the CWDM4 MSA [3-25] and the PSM4 MSA [3-26]. 

The standardization covers system architectures and transceiver specifications for different 

transmission media [3-27]. From a PHY layer perspective, all single-mode optical fibre (SMF)-

based standards comprise similar IM/DD transceiver architectures exemplarily shown in Figure 

3.2 [3-28]. At the TX, a continuous wave (CW) laser signal is intensity modulated, using an Machς

Zehnder interferometer (MZI), while the DD RX consists of a single-ended photodiode. The 

modulation formats, which are employed, are non-return to zero (NRZ) and 4PAM at symbol rates 

of about 10 GBd, 25 GBd and 50 GBd. The gross rates of 100 Gb/s and 400 Gb/s are achieved by 

parallel implementation of several transceivers within a single module, with the individual sub-

channel transmitted either on parallel fibres or wavelengths. The standardized transmission 

lengths reach from 500m up 40 km [3-27]. 

As presented in Figure 3.2, the required signal processing for each NRZ subchannel is typically 

performed in an analogue fashion only using analogue electronic continuous time linear 

equalization  (CTLE) and clock and data recovery (CDR) circuits. This is possible since the client 

side interfaces directly support the same symbol rates as the optics side, e.g., 4x25 GBd for 

QSFP28 [3-29], CFP4 [3-30] or CFP2 [3-31] module sizes or 10x 10 GBd for CFP [3-32] and CFP2 [3-

31]. 

To reach higher symbol rates on the line side, analogue multiplexing (MUX) circuits are used, 

generating 50 GBd NRZ signal from two 25 GBd NRZ signals. Similarly, a 4-PAM signal can be 

multiplexed from two NRZ signals either in analogue electrical or in optical domain [3-28]. 
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Figure 3.2: Example of IM/DD architectures for 25G NRZ and 100G PAM4 systems [3-28]. 

3.1.2.2 IEEE EPON Standards, ITU-T XG-PON and NG-PON2 Recommendations 

Recent standards under deployment either from IEEE or from ITU-T predict line rates of 10 Gb/s 

using IM. IEEE 802.3av-2009 also known as 10G EPON [3-15] and ITU-T XG-PON G987.1 [3-17] 

share the dual rate possibility of 2.5 and 10 Gb/s both on upstream and downstream using single 

channel and thus being only TDM networks.  

ITUT-T G989.2 also known as NG-PON2 [3-18] differentiates from the other 10-Gb/s standards for 

predicting wavelength division multiplexing (WDM). NG-PON2 can use 4 or 8 channels in both 

downstream and upstream direction. First implementations and field trials comprise 4 channels 

at 10 Gb/s which represent an aggregated bandwidth of 40 Gb/s in each direction.  

The current choice for pluggable optoelectronic transceivers for 10 Gb/s is the standard format 

XFP [3-22]. Typically, the XFP circuitry comprises data lanes for transmitter and receiver and 

signalling to control the laser and photodiode, monitor the transceiver and an inter-integrated 

circuit (I2C) bus. Internally the architecture consists on the transmitter side on a laser driver either 

for external or direct modulation, a CDR for the receiver and a micro-controller to control the 

optical module utilized and monitor the XFP. Current optic modules for the 10 Gb/s standard 

consist of cooled or un-cooled lasers (cooled is the most common option) that in the majority of 

the cases are externally modulated with intensity modulators. On the receiver side, a single 

avalanche photodiode is the choice since PONs have to operate on a high link budget and thus 

the receiver should achieve higher sensitivities than positive-intrinsic-negative (PIN) diodes can 

reach.  

IEEE 802.3 NG-EPON task force 

Standardization bodies are already working on the future generation PONs that will go beyond 

the 10 Gb/s. One example is the task force created by IEEE for the so-called NG-EPON that drafted 
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the first guidelines in 2015 [3-16]. In short, the goal is to reach 100 Gb/s links using time and 

wavelength division multiplexed (TWDM) PONs with multilevel modulation such as 4-PAM. The 

choice of 4-PAM or duo-binary will enable a capacity increase, while, at the same time, will 

maintain the optical hardware relatively low-cost and therefore affordable for PON scenarios. 

3.1.2.3 OIF CFP2-ACO άAnalogue Coherentέ and OIF 400ZR ά/ƻƘŜǊŜƴǘ LƴǘŜǊŦŀŎŜέ 

Only recently, OIF Ψde facto standardizedΩ also the line-side for optical fixed line telecom 

(coherent) transmission systems. In the OIF IA CFP2-ACO, the analogue opto-electronics required 

for coherent metro and longhaul transmission (some hundreds to some thousands of kilometres) 

is standardized for the CFP2 form factor [3-33], while OIF MSA 400ZR is currently defining the DSP 

application-specific integrated circuit (ASIC) properties needed for interoperability over 80 km 

coherent transmission [3-19].  

The CFP2-ACO standardized transmitter part is shown in Figure 3.3. It consists basically of a TX 

laser and a dual-polarization in-phase and quadrature (DP-IQ) modulator comprising 4 inner MZI 

and 2 outer MZI (including driver amplifiers) for arbitrary polarization multiplexed quadrature 

amplitude modulation (PDM-QAM). Further functionalities are mainly related to the adaptive 

control of the biasing conditions of the different phase electrodes of the inner and outer MZI to 

ensure minimal IQ misalignment όάōƛŀǎ ŎƻƴǘǊƻƭέύ ŀǎ ǿŜƭƭ ŀǎ ǘƻ ǘƘŜ ƳŀƴŀƎŜƳŜƴǘ ƻŦ ǘƘŜ ƳƻŘǳƭŜ 

output power and wavelength. 

As illustrated in Figure 3.4, the RX side consists basically of a local oscillator (LO) laser and a 

coherent RX frontend comprising a 2x8 90° hybrid, 4 pairs of balanced photodiodes and TIAs. An 

adaptive control of the transimpedance amplifier (TIA) gains is implemented in order to give a 

constant output electrical signal swing (automatic gain control - AGC) independent of the optical 

input power. This constant power need to match the input swing of the ADCs located outside of 

the module. Further functionalities are related to the management of the LO laser power and 

wavelength. 

In the current version of the implementation agreement, symbol rates up to 32 GBd are supported 

by CFP2-ACO implementation agreement conform modules. This translates into supported net 

bitrates of 100 Gb/s and 200 Gb/s for typical modulation with PDM-4QAM and PDM-16QAM, 

depending on the used DSP ASIC outside of the module. Recent updates on the OIF 

implementation agreements on the TX side [3-34] and the RX side [3-35] subsystems show the 

support of symbol rates up to 64 GBd as a next step. This leads to net data rates up to 400 Gb/s 

and 600 Gb/s for modulation with PDM-16QAM and PDM-64QAM, respectively. Note that the 

modulation order depends on the used DSP ASIC, which is implemented outside the module. 
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Figure 3.3: Opto-electronic realization of standard-conform Tx in CFP2-ACO IA [3-33]. 
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Figure 3.4: Opto-electronic realization of standard-conform Rx in CFP2-ACO IA [3-33]. 

 

The OIF 400ZR MSA [3-19] takes one step further and standardizes also ASIC DSP functions 

required for interoperability in 80-km transmission. In this MSA, the modulation format is 64-GBd 

PDM-16QAM carrying a gross data rate of 64 x 2 x 4 = 512 Gb/s which corresponds to a net data 

rate of 400 Gb/s and 28% overhead reserved for soft decision forward error correction (SD-FEC) 

and protocol signalling. The target form factors are e.g., CFP2 [3-31]. 

Figure 3.5 presents an example of a PHY DSP realization for a SOTA digital-coherent optical 

transmission system [3-36], which provides mostly similar functions as its wireless equivalent, 

however, on a much higher degree of parallelization (in the order of 100 samples), due to the 

much higher symbol and sample rates. Due to the flat optical channel characteristics, single-

carrier modulation schemes are typically used; in contrast to wireless communications, where 

multi-carrier modulations schemes are employed to countermeasure the impact of frequency 

selectivity. Current DSP ASICs can handle net data rates up to 400 Gb/s (42-GBd PDM-64QAM with 

26% FEC and protocol overhead) [3-37] and 2x 600Gb/s (Dual-Carrier 64-GBd PDM-64QAM with 

28% FEC and protocol overhead) are announced [3-38]. The required DAC and ADC sample rates 

are in the order of 100 GS/s [3-39] to achieve oversampling ratios between 1.5 and 2. The available 
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analogue (3-dB) bandwidths above 30 GHz and typical ENOBs in the order of 5 bit are sufficient 

to generate and receive up to 64-QAM modulation with error floors below typical 20% SD-FEC 

limits around BER = 10-2 using digital pre-distortion (DPD) [3-40]. 

 

(a) 

 

(b) 

Figure 3.5: PHY DSP realization for a state-of-the-art digital-coherent optical transmission 
system [3-36]: (a) Transmitter side DSP (egress path), (b) receiver side DSP (ingress path) 

 

3.1.2.4 Radio-over-fibre systems 

A radio-over-fibre (RoF) system transmits a waveform for radiocommunication services over fibre 

without any intentional essential change to that waveform during fibre-optic transmission. The 

waveform includes the essential physical information for radiocommunication services, such as 

the format of the radio wave and payload.  

ITU-T Recommendation on RoF (G.Sup55)  

The ITU-T G.Sup55 supplement [3-41] introduces the general radio-over-fibre (RoF) technology 

types and their applications in optical access networks. In general, RoF technologies can be 

classified into two categories, which are analogue RoF and digital RoF while the latter can be 

further divided in digital and digitized architectures.  

In Figure 3.6, the corresponding architectures are shown for the classic RF-band transmission, i.e. 

transmission of the RF subcarrier with an offset to the optical carrier that corresponds to the radio 
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frequency. Furthermore, also architectures with subcarriers on IF or in baseband (I/Q) are 

considered. 

 

 

 

 

(a) 

 

(b) 

 

(c) 

Figure 3.6: Configuration of (a) an analog, (b) a digital, (c) a digitized RoF system using RF-band 
transmission [3-41]. 

In an RF-band RoF transmission scheme such as depicted in Figure 3.6 (a), the system consists of 

an RF-band modulator, an RF-band demodulator, a pair of optical transceivers, a fibre-optic link, 

and two RF-band filters. The RF-band filters may be used to obey the radio regulation if needed. 

For the downlink, the RF-band carrier is modulated by DL payload data using the RF-band 

modulator at the local office end. The generated downlink RF-band subcarrier signal modulates 

an optical carrier using an E/O converter in the optical transceiver. The generated downlink 

analogue RoF signal is transmitted over the fibre-optic link. At the remote antenna end, the 

received downlink RoF signal is optically demodulated using an O/E converter in the optical 

transceiver. The demodulated electrical signal, which is the same as the modulating RF-band 

subcarrier signal, can be directly transmitted over the RF link. The uplink works similar to the 

downlink. The received uplink RF signal modulates an optical carrier in the optical transceiver. The 

generated uplink analogue RoF signal is transmitted over the fibre-optic link. At the local office 


































































































































